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Chapter 1

Introduction

But, in history, practical usefulness never determines the
moral value of an achievement. Only the person who
increases the knowledge humanity has about itself and
enhances its creative consciousness permanently enriches
humanity.

— Stefan Zweig, Magellan

6th 7th

Imaging and observation of cells and their processes started in the late 16" early 1
century. Scientists such as Jansen, Galileo, Huygens or van Leeuwenhoek, developed
instruments, techniques, methods or processes in order to observe and understand
the microscopic world of living matter. In recent times, a specialised field of research
has gained popularity; biophysics. It has emerged in order to produce an innovative un-
derstanding of biological matter, bringing together knowledge of physics, biology and
chemistry. It all started in 1780 with the work of Luigi Galvani on bioelectromagnetism
of dead frogs’ legs [1]. He observed the contraction of thigh muscles while dissecting
and touching them with metal utensils. He named this effect animal electricity, but
contemporary scientists called it galvanism. Later, in 1892, the word biophysics was
introduced by Karl Pearson. An important advancement in this field was the ability to
image cells with microscopes. An ideal imaging device would be able to image cells
and tissues at different length scales: from millimetres to micrometer scales and down
to atomic resolution.

The first device that was built was the light microscope, but it is yet unclear who
invented it. Historians named few hypothetical inventors: Jansen in 1590, Lippershey
in 1608, Galileo in 1609 and Huygens in the late 17*" century. The first reported opti-
cal device, invented by Jansen, had a magnification power of 9x. In the late 17*" cen-
tury, Antonio van Leeuwenhoek was the first scientist to use microscopes for biologi-
cal purposes and his microscope reached a magnification of 275x. He was the first to
observe and describe bacteria, yeast, and many other specimens [2]. Since that time,
microscopy techniques have been improved. Today, different contrast techniques are
commonly used in biophysics to improve imaging, such as phase contrast, differential
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interference contrast, fluorescence and so on. In 1878, Lord Rayleigh [3] formulated his

famous criterion on optical resolution, which is limited by the diffraction. In the case

of a circular aperture of diameter D, two object points separated by a distance d can

only be distinguished if:

1.22Af
D

where A is the wavelength and f the distance from the objects to the aperture.

From this, it is obvious that in order to achieve high resolution, one solution among
others would be to use a smaller wavelength. Two possibilities will be briefly discussed:
i) the use of electrons (A in the picometre range) and ii) the use of X-ray photons (from
10 nm to 10 pm, soft X-rays from 100 eV to 5 keV and hard X-rays from 5 to 200 keV).
Electron microscopy (EM) has seen tremendous growth since the 1930s, as it provides
nanometre resolution images. EM has been successfully used to image biological sam-
ples [4, 5]. However, the main drawback of the technique is the penetration of elec-
trons. Indeed, it is essential to section the sample into slices of 100 nm thickness. Other
sample preparation steps (labelling, staining, fixation) could also lead to artefacts. The
other strategy mentioned above is the use of X-rays. They have a higher penetration
depth and for example, photons of 10 keV have an attenuation length of 1 mm in water.
The use of X-rays allows relatively thick samples to be imaged without sectioning or slic-
ing the sample. In contrast to EM, hydrated cells can be imaged in their native environ-
ment and may be kept alive during measurements. The use of X-rays has been facing
a long time problem because conventional lenses cannot focus X-rays. First observa-
tion of the focusing issue of X-rays was uncovered by W. Rontgen in 1895. The second
major issue of employing X-rays is radiation damage. Nevertheless, several imaging
techniques have been developed to image biological matter at high resolution while
limiting the dose. This thesis, which is an investigation of the cells nanoscale, aims at
exploring and uncovering new highlights on the organisational and structural charac-
teristics of two proteins (keratin and DNA) by employing and further improving X-ray
imaging methods and analysis.

d=> (1.1)

1.1 X-ray Optics

The different X-ray focusing techniques can be sorted in four categories, based on dif-
ferent physical properties: i) refracting, ii) reflecting, iii) diffracting and iv) absorbing.
For each of these categories several techniques have been developed to focus X-rays. In
recent years, sub-10 nm X-ray beam sizes have been reached, while beams on the order
of 100 nm are available at several beamline of various synchrotron sources (e.g. ID01,
ID11, ID13, ID21 or ID22 at the European Synchrotron Radiation Facility, 26-ID-C or
2-ID-D/E at the Advanced Photon Source, P03, P06 or P10 at the Deutsches Elektronen-
Synchrotron or the beamlines BL.24XU, BL29XUL or BL47XU at SPring8). For a general
overview of X-ray focusing optics, the reader can refer to refs. [6-9]. The table 1.1 sum-
marises different focusing strategies and the smallest beam they can focus.
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Table 1.1: Properties of some X-ray focusing optics. The energy column is the energy used to achieve the focal
spot diameter. The beam diameter or focal spot diameter corresponds to the minimal beam size
found in literature.

Category Strategy Energy Beam diameter Efficiency
Spherical refractive lens [10] 8 keV 50 nm 0.1
Refracting ~ Compound refractive lenses [11] 21 keV 50 nm >0.6
Kinoform lenses [12] 8 keV 100 nm 0.5
Kirkpatrick-Baez mirrors [13] 20 keV 7 nm >0.5
Reflecting Capillaries [14] 5-8 keV 50 nm 0.9
Waveguides [15] 15 keV 10 nm <0.2
Fresnel zone plates [16] 8 keV 35nm 0.01
Diffracting Multilayer Laue lenses [17] 14.6 keV 26 nm 0.27
Photon sieves [18] soft X-ray 30 nm 0.1
Absorbing Pinholes/Slits 0.1 to 100 keV 10 pm -

1.1.1 Refracting Optics

Refractive lenses for X-rays rely on the same principle as conventional optics: Snell’s
law. Due to the property of the refractive index n(r) being very close to 1 for X-rays,
conventional lenses cannot be used. The refractive index can be described as:

n(r)=1-6(r)+ip(r) (1.2)

where the decrement § ~ 107> to 1078 for air corresponds to the deviation of the real
part of n from the unity and g is the imaginary part of the refractive index which de-
scribes the absorption; § is much smaller than 6. It is well known that for visible light
in glass, n has a value of 1.5 to 1.9. Whereas for X-rays n only changes on the order of
107° between different media.

However, refraction can be used to focus X-rays. One example is the compound re-
fractive lens (CRL, [19], Fig. 1.1d), where several lenses are stacked (from 30 to 150).
It is possible to achieve small beam dimensions, down to 50 nm [11]. The lenses are
produced from beryllium or aluminium blocks by embossing needles with parabolic
shaped tools [20]. The radius of curvature (few micrometres) of each lens is gradually
increased in order to have different focal lengths, thus reaching the same focal point.
Other refractive lenses such as nanofocusing X-ray lenses (NFLs) are fabricated by etch-
ing silicon [11]. Similarly, the lenses are stacked, but in this case, the beam is only fo-
cused in one dimension, thus two sets of NFLs in cross geometry have to be used.

1.1.2 Reflecting Optics

Mirrors or reflective optics use the property of X-rays to be reflected by a surface at
grazing incidence. Using curved mirrors such as Kirkpatrick-Baez (KB) mirrors [21]
(Fig. 1.1a) or straight waveguides (Fig. 1.1f), X-rays can be focused down to 7 nm [22].
This is possible by the use of two KB mirrors in orthogonal geometry, coated with a
high Z material (e.g. silicon, rhodium or platinum). By illuminating the KB mirrors
at a glancing angle, total external reflection can be achieved. The shape of the mir-
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rors is nowadays elliptical or parabolic but they were originally proposed with spher-
ical or cylindrical shapes. Manufacturing ideal elliptical surface remains difficult and
is more expensive than cylindrical or toroidal mirrors that are used as an approxima-
tion [9, 21]. However, spherical lenses and mirrors are subject to the spherical aberra-
tion. In short, X-rays that strike the surface of the mirror close to an edge will undergo
a stronger reflection than X-rays impinging near the centre of the mirror. In order to
achieve nano-beams, a high-demagnification ratio has to be achieved. One way is to
use longer beamlines. However, practical limits of lens and mirror fabrication restrict
the beam characteristics. Hence, elliptical mirrors compared to spherical mirrors allow
to reduce aberrations, but they also provide cleaner and smaller focal spots [8]. The re-
flectivity efficiency of these mirrors is subject to the incident glancing angle. For hard
X-rays, the intensity of the reflected beam will drop down for a critical angle greater the
0.5°. On the other hand, waveguides [23] (Fig. 1.1f), based on multiple reflections and
interferences of the X-rays can achieve a small spot size (down to 10 nm [15, 24]), but
the efficiency is not as high as the KB mirrors (Tab. 1.1). Today, it is even possible to
use waveguides to bend X-rays [25]. This possibility opens up new applications such
as multiple-angle exposures of a sample at the same time. Similarly, a hollow capillary
made out of glass can be used to focus X-ray beams based on several total external re-
flections. As the exit tip of the capillary is an ellipsoid (obtained by pulling the tube),
sub-micron spot size was reached [26]. Furthermore, capillaries offer a long focal dis-
tance (few millimetres) and a high efficiency than can be up to 100%. This kind of fo-
cusing optics is often used for X-ray fluorescence techniques [27].

1.1.3 Diffracting Optics

When waves encounter a grating, they are diffracted, leading to constructive and de-
structive interference. The interference phenomenon can be tuned in order to achieve
small focal spot sources of about 25 nm with hard X-rays [17]. The idea is to have con-
structive interferences at the same focal point. A few optics, such as Fresnel zone plate
(FZP, Fig. 1.1b) or multilayer Laue lenses (MLL, Fig. 1.1c) use this feature. Both systems
use opaque and transparent regions to make X-ray waves interfere constructively. The
dimensions of the opaque and transparent layers are tuned in order to achieve a spe-
cific focal length. In the case of FZP, the different layers or zones have different radii
(concentric layers), whereas MLL use planar geometry, where the layers are deposited
on top of each other. MLL can have tilted layers in order to increase the efficiency of
the device.

1.1.4 Absorbing Optics

Absorbing optics are less sophisticated than the previous focusing strategies. However,
each beamline or laboratory setup is equipped with one of them, which are either slits
or pinholes (Fig. 1.1e). The principle is fairly easy, and they are not, technically speak-
ing, focusing optics as they absorb parts of the beam. Slits are commonly used to first
define and clean the X-ray beam, afterwards, other focusing strategies are employed to
reach smaller beam size. Moreover, they allow to gain in coherence by absorbing the
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a) X-ray beam Horizontal C) X-ray beam

\ Verical focusing
(

focusing

X-ray beam

Figure 1.1: Example of X-ray focusing optics. a) Kirkpatrick-Baez mirrors, b) Fresnel zone plate, c) multilayer
Laue lenses, d) compound refractive lenses, e) pinhole and f) waveguide.

outer part of the beam. If the beam is smaller than the pinhole or slit dimensions, this
allows to clean the beam and remove parasitic scattering from other optical elements.
Nowadays, scatterless slits made of single crystals, such as silicon or germanium, are
used to reach beam sizes of few microns [28]. For specific applications, scatterless slits
improve the X-ray setups by reducing the number of slits, by increasing the intensity of
the beam and by improving the low-angle data quality.

1.2 Radiation Damage

The technical advancement in X-ray focusing optics was accompanied by the devel-
opment of different imaging techniques. However, imaging biological cells with X-rays
remains challenging due to the composition of the cells themselves, which have mainly
low atomic number constituents. The electron density of biological specimens is rela-
tively low, as cells are mostly composed of hydrogen, carbon, oxygen or nitrogen atoms.
As X-rays interact with the electron clouds of the atoms, the contrast will increase with
higher atomic numbers as shown in Tab. 1.2. The scattering power of a material, the
amplitude of the scattered wave is defined by the scattering length. As one can see,
the scattering length value fx is about eight times higher for oxygen than for hydro-
gen. However, the amplitude of the scattered wave remains small for biological matter.
Hence, in order to collect sufficient information, high flux beams are used. But this in-
creases dramatically the dose to the sample and can cause radiation damage. This issue
remains the most challenging question in modern X-ray synchrotron biological imag-
ing techniques. Radiation damage is dose dependent and thus depends on the number
of incident photons per unit area. For X-rays of energy hv and a material density p, the
dose D can be calculated as [30]:

IyTh
p= MotV
oo

where p is the attenuation coefficient in cm™, I the primary beam intensity in pho-
tons/s, T the exposure time and o the exposed area in m?. The attenuation coeffi-

(1.3)
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Table 1.2: Scattering length values of X-rays and neutrons for atoms found in biological matter, where u is the
atomic mass, N~ the number of electrons, fx the scattering length for X-rays and fy the scattering
length for neutrons. Both fx and fy are given in femtometre or 10~12 cm. The values of fy are issued

from ref. [29].
Atom H D C N O Na Mg P S Cl K Ca
u 1 2 12 14 16 23 24 30 32 35 39 40
Ne- 1 1 6 7 8 11 12 15 16 17 19 20
fx 028 0.28 169 197 216 3.10 3.38 4.23 451 479 536 5.64
N -0.37 0.67 066 094 058 036 056 051 0.28 1.16 0.37 048

cient p is given in tables or is calculated with software such as XCOM from the NIST
(National Institute of Standards and Technology) [31, 32]. According to Howells et al.
[30], the maximum tolerable dose to achieve a resolution between 0.1 and 10 nm is:
Dior = 108 x Resolution (nm) in gray.

The radiolysis/ionisation of water and production of free radicals by ionising radia-
tion are very well-known [33]. After the interaction of X-rays with water molecules, two
processes can happen within 100 femtoseconds: i) excitation and ii) ionisation [34]. In
the ionisation process, an electron from a water molecule is ripped out due to the X-ray
beam. Over 80% of the energy deposited in cells results from this reaction [33, 35, 36].
This process depends on several factors such as the sample environment and nature,
the energy of the X-rays, the presence of scavengers or the temperature. From femtosec-
onds to attoseconds, the excited and ionised water are further reduced into free radi-
cals such as OH™ or H,0,. The range of the extracted electron from a water molecule
depends on the energy. For example, an electron of 2 MeV has a range of 1 cm in HoO
and a 10 keV electron has a range of about 2.5 um as calculated with the ESTAR (Stop-
ping Power and Range Tables for Electrons) software from the NIST. This electron will
then cause a particle shower, either producing new photons, or creating hydroxyl radi-
cals, that can diffuse within the cell due to their stability and can impact different posi-
tions of the sample. Radiation damage also depends on the sample size. The probabil-
ity that a photoelectron (electron produced by photoelectric effect) escapes the sam-
ple is increasing with decreasing sample size. Thus, it can reduce radiation damage of
secondary interaction processes [37]. In case of biological cells, radiation damage can
have a smaller impact on the cytoskeleton which is much thinner than the nucleus part
of the cell. Thus, photoelectrons have a higher probability of escaping the cytoskeleton
due to a reduced volume of the sample. Nave and Hill [37] have shown that 79% of the
energy of a 10 keV photoelectron will escape a sample of 0.5 um thickness. Experimen-
tally, Moukhametzianov et al. [38] have used small crystal of 20 um?, and despite the
high irradiation dose, they could retrieve information of xylanase II at 1.5 A. They at-
tributed the low radiation damage of xylanase II to the higher escape probability of the
photoelectrons due to the small sample volume.

Several techniques have been employed to reduce the effect of radiation damage.
Employing frozen samples and a cryo-stream composed of Ny at 100 K preserves the
sample at low temperature while scanning [39,40]. This procedure eliminates the sol-
vent and radical diffusion, thus reducing the damage to the sample. The use of free rad-
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ical scavengers such as dimethyl sulfoxide (DMSO) [36] or 2-mercaptoethylamine HCI
(cysteamine [36,41]) have shown to be able to reduce radiation damage to cells [36].
However, radical scavengers are only targeting a few radicals [42]. It is known that
DMSO is scavenging the hydroxyl (OH) radicals, while cysteamine reacts with OH,
HOC], e,4 and H,0,. Cysteamine is also enhancing repair of free-radical damage. The
idea of collecting information before the completion of the excitation and ionisation
stages (<100 fs) became one of the main ideas to overcome the presence of radiation
damage in the signal [43]. The sample is destroyed or damaged after the collection
of the important structural information. This motivated the development of X-ray free
electron laser (FEL) that uses short pulses of a few femtoseconds with brightness 10,000
times greater than synchrotrons.

1.3 X-ray Imaging of Biological Specimens

The advances and technical improvements of X-ray optics discussed above were ac-
companied by the development of several X-ray imaging techniques. The main X-ray
imaging techniques are: i) X-ray microscopy, ii) coherent diffractive imaging (CDI), iii)
scanning X-ray diffraction or scanning small-angle X-ray scattering (SAXS), iv) X-ray
holography, v) computed tomography and vi) X-ray spectroscopy. In order to present
the pertinence of this thesis, a non-exhaustive review of the aforementioned group of
techniques will be discussed. These X-ray techniques have been successfully applied
to, and adapted to image biological specimens, such as ptychography [44-47], holog-
raphy [48-51], computed tomography [52-54], phase contrast [55, 56] and scanning
nano-diffraction [57-61].

1.3.1 Transmission X-ray Microscopy and Scanning Transmission
X-ray Microscopy

The contrast in X-ray microscopes is due to the variation of the optical density (OD =
In(%o/ Ians.)). Absorption at specific energies can also be measured. In full-field trans-
mission X-ray microscopy (TXM), the beam is focused on the sample by a condenser.
Usually, a zone plate (section 1.1.3) is placed behind the specimen in order to mag-
nify the image of the sample onto the detector. The contrast can be enhanced by the
use of an additional phase ring right after the zone plate [62], leading to the so-called
Zernike phase contrast. Although TXM and scanning transmission X-ray microscopy
(STXM) have similar names, they differ in the experimental setup. In STXM, the zone
plate is used to focus the beam (which determines the resolution of the technique) and
is placed upstream of the specimen. The sample is raster scanned through the beam
and the transmitted photons are collected onto the detector. Two scenarios can lead to
a change in the recorded transmitted signal. In case of a homogenous sample, the vari-
ation of the thickness will lead to the variation of the transmitted intensity. In case of a
heterogenous sample with fixed thickness, the variation of the composition of the spec-
imen will lead to the change in the transmitted intensity. The average electron density
is responsible for the contrast mechanism. However, as shown in Tab. 1.2, biological
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samples have small variations in the electron density, thus absorption contrast is poor.
Yet, soft X-rays have a smaller penetration depth than hard X-rays, due to a higher ab-
sorption. As such, soft X-rays of 1 keV energy have two orders of magnitude higher
absorption cross-section compared to hard X-rays of 10 keV. Thus, STXM is more often
used in material science (as it deals with higher Z materials) than in biological studies.

Stampanoni et al. [63] have used TXM and Zernike phase contrast to study MC3 pre-
osteoblast cells with hard X-rays at 10 keV. The cells were suspended in a glass capillary
and they acquired 251 angular projections over 180° in 10 minutes. Each slice image
of the 3D volume was reconstructed at a pixel size of 72x72 nm?. They could resolve
the nucleus and intracellular structures and obtain volumetric information that cannot
be accessed with conventional 2D techniques. Schneider et al. [64], also performed 3D
TXM measurements but on mouse adenocarcinoma cells in the soft X-ray regime. They
reported a total exposure of 10° Gy for 120 projections and a resolution of 70 nm. Beside
seeing the cell components and many subcellular organelles (cellular membrane, nu-
cleoli, lysosomes), they could clearly identify and resolve the structure of the internal
organelles such as mitochondria. In a paper by Andrews et al. [62], soft and hard X-ray
transmission microscopy was used to probe biological materials (e.g. microorganisms,
bone and mineralised tissue). Here they achieved a resolution below 40 nm. In order to
increase the absorption contrast of the Saccharomyces cerevisiae yeast, they used gold
nanoparticles (Z = 79). In addition to the structural information of the whole sample,
they could access functional information by studying where the nanoparticles were lo-
cated. In another study by Kourousias et al. [65] (panel a of Fig. 1.2), STXM was used to
probe 3T3 mouse fibroblasts. Here they studied the impact of cobalt ferrite (CoFe»0,)
nanoparticles on cells. By exposing the cells to different concentrations of nanoparti-
cles, they monitored the change of morphology of the cells due to the nanoparticles.
This study helped to understand the nanotoxicity of such nanoparticles. The acquisi-
tion was performed in the soft X-ray regime (900 eV) with beams of 500, 135 and 80 nm
diameter. They showed that the nanoparticles were distributed close to the nuclear en-
velope.

1.3.2 Coherent Diffractive Imaging

Coherent X-ray diffractive imaging (CDI) is a group of techniques that uses phase re-
trieval procedures for 2D or 3D reconstruction. It is also a lens-less technique, as op-
posed to TXM, that uses a zone plate to magnify the sample onto the detector. Techni-
cally, lens-less imaging is very attractive as higher resolution can be achieved as there
is no absorption by the lens.

In CD], a highly coherent beam (X-rays, photons or electrons) is incident on a sam-
ple, meaning that the beam is scattered by the object and leads to a diffraction pattern
which is recorded on a detector placed in the far-field or Fraunhofer regime. In far-field
diffraction, the diffraction pattern is recorded at a long distance from the diffracting
object, where waves are assumed planar. The coherence between two waves is defined
by a constant phase difference that share a same frequency. The spatial coherence in-
dicates how uniform the phase of the wave front is. The temporal or longitudinal co-
herence indicates how monochromatic the source is. The diffraction patterns are then
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iteratively processed by algorithms in order to retrieve the phase and amplitude of the
specimen. In short, on the detector the square modulus of the amplitude is measured.
The image reconstruction starts by allocating random phases to the measured ampli-
tudes. This is then Fourier transformed into real space as a first guess. Constraints
about the finite size specimen are introduced, and the new function is then Fourier
transformed into reciprocal space. The new amplitudes are then replaced by the mea-
sured ones, while keeping the phases. This procedure is iteratively repeated until it
converges [66]. A specific technique of this CDI family is called ptychography. In pty-
chography, the sample is scanned with a sufficient amount of overlap (>60% [67]) be-
tween two scanning positions. Owing to the redundant information and the use of an
iterative feedback algorithm [44, 45], it is possible to retrieve the illumination (incom-
ing X-ray wave) as well as the object exit wave field. Due to the phase information, real
space images can be computed. Here computational time is not an issue. Even though
it is not possible to visualise the reconstruction in real time, it is possible to obtain re-
constructions within an hour. As stated above, in ptychography the beam needs to be
coherent and this can be achieved by cutting the beam with slits. The gain in coherence
is accompanied by a loss of photons in the beam. Hence, ptychography with a dose of
few kGy is a relatively low-dose technique compared to scanning SAXS for example,
with a dose of few GGy.

Ptychography has been used to image different types of biological samples: actin in
hair cell [60], Deinococcus radiodurans bacteria [68], N. caninum cells [69] or yeast [70].
Lima and co-authors [70] have studied frozen-hydrated yeast cells by ptychography.
They achieved a resolution of 85 nm at an energy of 6.2 keV and a dose of 2.6x10° Gy.
Piazza et al. [60] combined ptychography and scanning SAXS on samples of the same
type, providing direct imaging of actin bundles at a resolution of 130 nm. As reported
by Giewekemeyer et al. [68], aresolution of 85 nm at 6.2 keV was achieved, revealing the
four subunits of the Deinococcus radiodurans bacterium. These results demonstrated
the power of CDI and provided new insight on the nucleoid structure and DNA or-
ganisation of these bacteria. Going further down in resolution, fully hydrated and un-
stained yeast cells were imaged by CDI at 25 nm resolution [71], providing images of
the specimen morphology and internal details at high contrast. An example of ptycho-
graphical reconstruction of a cell is given in panel d of Fig. 1.2.

1.3.3 Scanning Diffraction and Small-Angle X-ray Scattering

This technique has been developed in 1995 by Mahendrasingam et al. [72] at the ESRF-
ID13 with synchrotron micro-focused beams on polymers. It was independently devel-
oped in 1997 by Fratzel et al. [73] on bone samples using laboratory sources. Scanning
micro-diffraction was further developed to study starch granules [74, 75]. Later, owing
to nanometre beam size, scanning nano-diffraction has emerged [57]. Recently, it has
been used by Weinhausen et al. [59, 76] on freeze-dried, fixed hydrated and initially
living cells. The technique is based on SAXS, where the electrons of the sample are res-
onating due to the X-ray waves. This resonance is occurring in an elastic fashion (i.e. at
the same frequency as the incoming wave). The resonating or oscillating electrons pro-
duce secondary X-ray waves which interfere together to produce the scattering signal
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in reciprocal space or Fourrier space [77]. This technique is based on the amplitude of
the exit wave field, as the phase is lost. Hence, direct inversion of the scattering signal
by an inverse Fourier transform is not possible due to the missing phase. It is possible,
by the raster scanning procedure, to compute pseudo-real space maps in dark-field
contrast. In dark-field contrast, the numbers of photons collected on the detector are
added in order to have a single value at each scanning position. The sample can be
visualised by plotting these single values at the corresponding scan positions. The res-
olution is limited by the beam size and/or the scanning steps. In SAXS it is possible to
retrieve structural parameters in reciprocal space, where the resolution at the highest
scattering angles depends on the signal-to-noise ratio. In typical experiments, particles
up to 100 nm and down to a few nanometres can be probed. The SAXS signal reduced
to 1D radial intensity can be fitted with appropriate form and structure factors, the
Fourier transforms of the particle shape and arrangement, respectively.

Bone is very suitable to be analysed by scanning SAXS because it is hierarchically or-
ganised, composed of collagen fibres and small mineral particles [73]. Fratzel et al. [73]
found elliptical shape of the scattering pattern, typical of preferential orientation of
the sample. They estimated the degree of orientation by computing the eccentricity
of these scattering patterns. Whereas they used an X-ray tube delivering a large beam
(100 pum) and not a synchrotron source, they could derive the orientation of the col-
lagen/mineral structure and a thickness of the mineral particles of 3 to 3.5 nm. A
position-resolved technique is essential to probe systems which have a size distribu-
tion. This technique has been improved and benefits nowadays from nanometre size
beams and high brilliance of synchrotron sources. It has shown great success on cy-
toskeletal proteins such as keratin intermediate filaments [76, 78] (panel c of Fig. 1.2).
The orientation of the keratin bundles in cells could be retrieved and correlated to mi-
crographs of fluorescently labelled keratin. By employing a nano-focused X-ray beam,
they could observe structures in the range of 200 to 400 nm, while keeping the recip-
rocal space resolution in the order of nanometres. More recently, in a study about the
structural changes impeded by fixatives to cells, Weinhausen et al. [59] could show that
the signal of fixed-hydrated cells compared to the signal of initially living cells exhib-
ited structural differences of up to 60 nm. They concluded that, on length scales of
15 to 60 nm, the structure of cells is altered by chemical fixation with formaldehyde.
Formaldehyde is one of the most commonly used fixative agents in biological studies,
and thus artefacts on length invisible with light microscopes can be introduced. Yet,
another example on actin was the combination of visible light fluorescence where they
could link actin fibre structures and myosin II concentration with the dark-field images
obtained from scanning SAXS [40]. Moreover, the shape, internal structure, orientation
and build-up of sub-cellular constituents can be retrieved [79, 80]. Recently, Liebi et
al. [81] have combined scanning SAXS with tensor tomography to reveal nanostructure
organisation of trabecular bone on micrometre length scales. They could reconstruct
the 3D organisation of bone, by analysing over a million diffraction patterns, for a total
acquisition time of 22.5 hours, corresponding to a total dose of about 3x107 Gy. By the
use of spherical harmonics, the reciprocal space intensity could be modelled, giving
access to the orientation and degree of orientation of the whole sample. They could
retrieve the size and form of the system owing to the SAXS signal and identify domains
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with a low degree of orientation (random orientation of the average collagen fibres),
and domains with a high degree of orientation (collagen fibres aligned in the same di-
rection).

1.3.4 X-ray Holography

In holography [82, 83], the intensity and phase of a scattering object are recorded. The
phaseis encrypted in the intensity recording by a method proposed in 1948 by D. Gabor
[83]. In order to record the phase, one needs to mix an undisturbed reference wave
with the exit wave of the object. The phase information is contained in the interference
pattern produced by the two waves. It is encoded in the fringes and recorded on the
detector. Both waves, the reference and object, have to be coherent. Thanks to phase
and amplitude information, 3D reconstructions are made possible by a direct inversion
of the detector image, without the need of an iterative or phase retrieval algorithm, like
in ptychography (section 1.3.2).

Bartels et al. [50] have applied the principle of holography to Deinococcus radiodu-
ransbacteria. In the hard X-ray regime at 7.9 keV, and by using a waveguide to produce
the reference and coherent wave, they have recorded holograms of freeze-dried sam-
ples (field of view of 20 um?) at a resolution of 53 nm and a total dose of 5.2x 103 Gy. As
the dose was much smaller than the lethal dose of these bacteria (about 20 kGy [84]),
the authors were able to image living samples. Here, they have used X-rays of 13.6 keV
and reconstructed holograms at a resolution of 100-150 nm. But, due to small move-
ment of the bacteria in buffer solution, the resolution was not as good as the one of the
freeze-dried samples.

1.3.5 Computed Tomography

In computed tomography (CT), absorption is measured, thus density volumes of un-
stained and/or un-sliced tissues and cells can be visualised. It is one of the most used
techniques in conventional radiography and can be used to scan the whole body of a
human. The sample is rotated (in medical devices, the camera and X-ray source are
rotated while the patient is translated), and transmission/absorption is measured at
several angles. Based on mathematical reconstruction algorithms, such as the Radon
transform via the filtered back projection or algebraic reconstruction technique, the
different slices can be combined to have 3D volumes. This is a very useful technique to
characterise internal structures. Nowadays, tomography offers the possibility to probe
large samples of few mm?, such as bone [81, 85, 86] at few micrometre resolution.
Tomography has been successfully combined with staining, to localise vital and non-
vital cells in clusters of thousands of human embryonic kidney cells (HEK 293) [52],
about 10 um in diameter. The nucleus was stained with osmiumammine-B in order
to differentiate the cells in the cluster. They could show that vital cells are present at
the periphery of the cluster, while non-vital cells, with high DNA density, are located
in the centre of the cluster. The authors found a critical cluster diameter of 120 ym
where non-vital cells appeared due to the lack of oxygen and nutrients. Furthermore,
they reported that the vital cells are forming a layer of six cells, thus a thickness of about
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60 um. This value differs from conventional 2D histologic observation. They stated that
preparation of the cluster could lead to this difference, as the protocol for the histologic
and tomography measurements were different. Yet, the main issue of histological slices
is to ensure perpendicular slicing of the sample. This might be difficult, and this is
where CT is showing its strength.

CT is now turned into a nano-imaging technique: nanotomography [87]. Diaz et
al. [88] used ptychographic X-ray computed tomography and a resolution of 180 nm
on Chlamydomonas reinhardtii algae was achieved at the cSAXS beamline of the Swiss
Light Source at the Paul Scherrer Institut [88]. The sample was confined in a glass cap-
illary and kept in solution. By averaging several slices, they could reveal the cell wall
which is typically 100 nm in thickness. They could also report by segmentation, the
density of different organelles. For example, they found a density of 1.4 g/cm? for lipid
droplets and a density of 1.1 g/cm? for the cytoplasm. With a similar technique, Wilke
et al. [47] (panel e of Fig. 1.2) have studied the Deinococcus radiodurans bacteria and
highlighted the 3D distribution of the high-density regions, which they attributed to
the DNA.

1.3.6 X-ray Spectroscopy

In X-ray emission spectroscopy techniques, the incoming X-ray excites an electron,
which goes to a higher energy level. When the electron returns to a lower energy level,
it is accompanied by the emission of a characteristic photon. Analysis of the emitted
spectrum gives knowledge of the chemical composition of the specimen. X-ray fluores-
cence (XRF) spectroscopy [89] (panel b of Fig. 1.2) can highlight maps of elements (typ-
ically 10 to 15 at the same time) directly inside cells: phosphorous inside the nucleus,
or copper everywhere. However, this technique is best suited for heavier elements (i.e.
Z =14). Hence cellular membrane cannot be easily visualised with XRE unless using
specific metal contrast agents [89]. XRF has now been turned into a nanotomogra-
phy technique, with the possibility to map more than 10 elements at a resolution of
100 nm [90].

Carmona et al. [91] have studied the neurotoxicity of manganese elements on PC12
cells by scanning XRE Manganism is a neurodegenerative disorder with symptoms sim-
ilar to Parkinson’s disease and is due to an excess of manganese. In their study, they
could reveal that the manganese Mn(II) was predominantly accumulating in the Golgi
apparatus. In addition, found Mn(III) particles within the cytoplasm. They suggested
that the Golgi apparatus is not only a storage site of manganese, but it is also a target
for the toxicity of Mn species and can alter the function of Golgi apparatus. In a study
by de Jonge et al. [92] the Cyclotella meneghiniana, a freshwater diatom was imaged
at 400 nm resolution by 3D elemental microtomography. They recorded the elemental
maps of Si, B S, Cl, K, Ca, Mn, Fe, Cu, and Zn from unsliced and unstained samples.
For example, manganese and iron form ring structures at the outer part of the exter-
nal layer. Beside improving the technique resolution by one order of magnitude, they
could obtain maps of cellular structures with specific patterns that could enlighten the
role of metals in diatoms.
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Figure 1.2: Results of biological imaging with different X-ray techniques. a) STXM results of 3T3 mouse fibrob-
last cells from ref. [65]. b) X-ray fluorescence maps of fibroblasts, phosphorous (P), iron (Fe) and
copper (Cu) from ref. [89]. ¢) Scanning nano-diffraction of keratin rich cells SK8K18 (shown in
the inset) from ref. [76]. d) Phase map of a ptychographical reconstruction of a SK8K18 cell from
ref. [94]. e) 3D reconstruction of tomographic measurements on Deinococcus radiodurans from

ref. [47].

In X-ray absorption spectroscopy techniques, such as extended X-ray absorption fine
structure (EXAFS) or X-ray absorption near-edge structure (XANES) spectroscopy, the
absorption of photons at energies close to the edge absorption of specific atoms
in a range of 100 eV is measured. By selecting the appropriate exciting energy, one
can gather selective excitation of specific chemicals. In a paper by Szczerbowska-
Boruchowska et al. [93], sulphur speciation in brain tumours was studied by XANES.
They have measured spectra in different positions: inside, outside and at the periphery
of tumour cells. They could reveal that sulphur was in the 2- oxidation state in the tu-
mour cells. While they found 4+ and 6+ oxidation states outside the tumour cells. Both,
X-ray emission and absorption spectroscopy have a high energy resolution, in the order
of 107* eV, and have a spatial resolution limited by the X-ray optics.
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1.3.7 Comparison of the Techniques

Due to high penetration depth of X-rays, all the techniques listed above have the ad-
vantage of reducing the number of steps for the sample preparation. They are all, nowa-
days, high resolution techniques and can be used at synchrotron sources to image bio-
logical samples at few tenth of nanometres. However, as explained above, each of these
techniques are based on different physical properties (i.e., diffraction, absorption or
emission). Hence, combining two or three of these techniques in simultaneous acqui-
sition has proven their efficiency [47,87,95,96]. However, the most challenging issue in
the field of X-ray imaging at the nanoscale remains radiation damage and X-ray optic
efficiency. Even if it is possible to focus X-rays down to sub 10 nm spot size, the flux is
still lacking. In the future, optics will be improved and counter measures for radiation
damage will have to be employed, especially since increasing the number of photons
at the next generation synchrotron sources and free electron laser sources.

Cells are the building blocks and the smallest unit of life. Actually, there are more
cells in a human being than the number of stars in the universe. They are the home
of an outstanding number of molecular interactions and chemical processes to ensure
their functions. In vitro, it is possible to mimic a few of these interactions indepen-
dently but this leads to some extent to an oversimplification. In the following sections,
a thorough description of the cell and the biological system developed in this thesis
will be given. First, the cytoskeleton and in particular intermediate filaments will be
introduced, with a focus on the keratin protein. It will be followed by a description of
the nucleus and DNA condensation into chromatin fibres.

1.4 The Cytoskeleton

The cytoskeleton of eukaryotic cells is composed of three main structures [97]: i) the
microfilaments made out of actin, having a diameter of 7 to 8 nm [60], ii) the micro-
tubules made out of tubulin, which are hollow tubes with a diameter of 25 nm [98],
and iii) the intermediate filaments (IFs) made out of various proteins, having a diam-
eter of 10 nm [99, 100]. Each of these three distinct structures have different roles in
the cells. For example, actin filaments are linked to the changes in the cell shape, mus-
cle contraction, cell motility and cell division. The microtubules are essential to resist
compression of the cell, and they are involved in chromosomes and organelles move-
ment. Lastly, IFs give structural and mechanical support to the cell and play a role of a
shock absorber. As shown in Fig. 1.3, the three main components of the cytoskeleton
have very different morphologies. The actin filaments are semi-flexible in cells, with
a persistence length of 10 to 20 yum [101]. The microtubules are all converging to the
same point, close to the nucleus, and form stiff rods with a persistence length of about
1 mm [101]. Finally, IFs form a dense network structure and are semi-flexible with a
persistence length of 0.1 to 2 um, depending on the actual IF: 100 to 200 nm for neu-
rofilaments [102], 500 nm for keratin [103] and 2 pym for vimentin [104]. Both, micro-
filaments and microtubules are polar filaments, as shown in Fig. 1.3, and interact di-
rectly with molecular motors (e.g. myosin or kinesin) [97]. IFs are non-polar, due to the
anti-parallel assembly step of dimers into tetramers (see section 1.4.1 for more details)
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Figure 1.3: a) The three main components of the cytoskeleton: actin, microtubules and intermediate filaments,
figure from ref. [106]. b) Fluorescence micrograph of a cell (courtesy of Jannick Langfahl-Klabes),
with the actin labelled in red, the DNA labelled in blue and the keratin IFs labelled in green.

and are negatively charged. Again, the charge depends on the considered IE Keratin
K8/K18 has a linear charge density of -3 e/nm, vimentin has a linear charge density
of -14 e/nm, and desmin a linear charge of -6 e/nm [100, 105]. Thus, understanding
the basic assembly process of these proteins into filaments under positive ions such as
potassium (monovalent) or magnesium (divalent), is essential.

1.4.1 Intermediate Filaments

Intermediate filaments are of high interest, due to their role and function in cells, but
also because about 70 different types of IFs exist in humans [107]. While microfila-
ments and microtubules remain the same over all the cell types, the IFs are classified
into six sequence homology classes (SHCs). Table 1.3 summarises the different types of
IFs, together with examples of cells where they are found. Despite the great variability
of these IFs, they all share the same secondary structure: a head domain, a rod domain
composed of three a helices, and a tail domain [108]. The assembly from monomers
to filaments is similar for all the IF proteins, but some specificities exist. In the case of
keratin, two monomers, one acidic from SHC I and one basic from SHC II, assemble
in a parallel fashion to form a heterodimer. Then, two dimers assemble into a tetramer
(diameter of 4 to 5 nm) and are aligned in anti-parallel fashion, half staggered and cen-
tred on their 1B domain [109, 110]. Four tetramers assemble into a unit length filament
(ULF) and have a length of about 60 nm and a diameter of 10 nm. Then, the elongation
process starts by end-to-end association of ULFs to form mature filaments. Upon addi-
tion of ions, the filaments combine together to form bundles and networks as seen in
panel b of Fig. 1.3. The hierarchical assembly process of keratin IFs is shown in Fig. 1.4.
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Table 1.3: The intermediate filament family, number of IFs in each of the SHC classes with associated IF name
and molecular weights. Name and cell type columns are non-exhaustive, a full description of the
IFs family can be found at www. interfil. org.

Type #1Fs Name MW (kDa) Cell type

SHC1 28 Acidic keratin 40 to 60 Epithelial cells, hair follicie
SHCII 26 Basic keratin 50to 70 Epithelial cells, hair follicie
SHCIII 5 Vimentin, desmin, syncolin 50to 55  Blood vessels, mesecnchyme
SHCIV 7 Neurofilament, nestin, synemin ~ 65t0 200  Neurons, nerve cells, muscle
SHCV 5 Lamin 65to 75 Cell nucleus

SHC VI 2 Phakinin and filensin 45t0 75 Eye lens

1.4.2 Keratin Filaments

As shown in Tab. 1.3, keratin IFs are represented by 54 proteins [111-113]. Keratins
have an intrinsic difference compared to other IFs. In order to assemble into mature
filaments, a monomer from the SHC I (acidic) has to assemble with a monomer from
the SHC II (basic), forming a heterodimer. Keratin monomers can only assemble into
heterodimers while other IF monomers (e.g. vimentin or neurofilaments) can assem-
ble into homodimers and heterodimers. Moreover, acidic keratin proteins have affin-
ity with only a few of the other members of the basic keratins. For example, keratin 8
assembles into dimers with keratin 18, keratin 5 assembles with keratin 14. Another
particularity of keratin filaments lies in the number of monomers per filament cross-
section. Indeed, only 16 to 21 monomers are required to form a keratin IF, while for
vimentin it varies from 30 to 44 monomers per cross-section, as for neurofilaments it
varies from 19 to 43 monomers per cross-section [100]. But all the IFs have the same
diameter of 10 nm, thus some of the IFs (vimentin or desmin, but not only) in presence
of specific buffers undergo a compaction step. This leads to a more densely packed
filaments which is not the case for keratin.

a) dimer b)  tetramer (2 heterodimers)
L1 L12 L2 K8 N )\ I
C o 4-5nm
- - K18 ( -
Head 1A 18 2A 26 Tail (- g N ©
c) unit-length filament (ULF): 4 tetramers d) filament: end-to-end association

Figure 1.4: Sketch of the hierarchical assembly process of keratin IFs as described in the text. a) Formation of
heterodimer K8/K18 is followed by b) lateral association into tetrameters. ¢) Four tetramers form
a ULF and d) several ULFs anneal longitudinally into um long 10 nm diameter filaments. Figure
from ref. [105].
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The assembly of keratin into filaments is very fast. After 60 s, filaments are com-
posed of about four ULFs. Already, only after 10 s, there is as much free ULFs as fila-
ments composed of two ULFs [114], 38% and 34%, respectively. This makes the assem-
bly relatively fast for keratin compared to vimentin, for example, where after 10 s there
are mostly ULFs and only 15% of filamentous structure [115].

From a medical point of view, understanding the basic properties of IF assembly is
essential, as there are over 100 diseases linked to gene mutations of IFs. To list a few,
keratin is involved in cirrhosis, hepatitis, skin disorders or liver disease (e.g. Mallory
bodies) [112]. Eye lens IFs and vimentin are related to the cataract, and mutations in
genes encoding for neurofilaments have been linked to Parkinson’s disease [116].

1.4.3 Keratin Bundles and Networks

In cells, the keratin filaments assemble further into bundles and networks. These bun-
dles have an average diameter of 81 +22 nm, as measured by confocal microscopy [117].
Furthermore, these bundles have been shown to arrange themselves hexagonally [117].
This was shown by recording EM pictures of the cross section and longitudinal section
of the keratin networks. However, cutting perpendicularly or transversely to the bundle
direction, without any angle, deformation or artefacts is extremely challenging. In cells,
the role of the IF network is to provide mechanical support and stability, in other words:
to maintain their structural integrity. IF networks are of high resilience and flexibility.

1.5 DNA Condensation

The nucleus of eukaryotic cells contains the genetic material essential for the division.
During the cell cycle and division (Fig. 1.5a), the DNA, 2 nm in diameter, and about
2 min length in each cell undergoes compaction or condensation process which leads
to the formation of chromosomes. The DNA double-strand is wrapped around histone
proteins to form fibres of 10 nm diameter formed by several nucleosomes or beads-
on-a-string [118-120]. Before being dragged into the daughter cells, in the metaphase
part of the mitosis (Fig. 1.5¢). Although the double helix structure of DNA was resolved
by X-ray diffraction in the 1950s by Watson and Crick [121], very little is known about
the structures formed in between 11 and 200 nm [122], during the interphase and
prophase. It is assumed that these 11 nm fibres fold into chromatin fibres, 30 nm in
diameter [123, 124] (Fig. 1.5b), forming coiled structures of 300 nm diameter, coiled-
coil complexes of 700 nm and finally chromosomes, about 1 ym in diameter [125, 126].
While the 30 nm chromatin fibres have been observed in vitro [127, 128], no clear evi-
dence of such a structure has been reported in vivo, and its existence is still very much
debated [126, 129, 130].
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Figure 1.5: a) Sketch of the cell cycle and different phases: G1 corresponds to a growth in the size of the cell,
in the S phase the DNA is replicated, passing from 2n to 4n, in the G2 phase the cell grows further
and in the mitosis phase the chromosomes are dragged into the two daughter cells. b) Proposed
chromatin structures, figure from ref. [123] and ¢c) DNA condensation process, figure from ref. [125].

1.6 Scope of my Work

The goal of this thesis was to employ X-ray techniques and to develop analysis tools
to understand the assembly of epithelial keratin filaments and characterise their struc-
ture. Owing to the high penetration depth of X-rays, it is possible to probe specimens
as close as possible to their native environment. X-rays offer the possibility to study
unstained and un-sliced samples. An overview of the results found on keratin are sum-
marised in Fig. 1.6. DNA compaction process was also studied by similar X-ray tech-
niques.

The thesis is organised as follows: first an introduction to the X-ray scattering and
diffraction theory as well as the different experimental techniques used, such as small
angle X-ray scattering (SAXS) or scanning X-ray nano-diffractions are presented in
chapter 2. This chapter also contains a description of the interaction of X-rays with
matter. Next, three chapters are dedicated to the results of keratin, from the smallest to
the largest structures (tetramers to filaments, in vitro bundles and in situ networks).
In chapter 3 [105] the results of the structural and organisational changes induced
by ions in the assembly of keratin tetramers into filaments studied by SAXS are pre-
sented. The impact of salt ions on the formation of keratin bundles is described in
chapter 4. It is followed by results from synchrotron experiments on the keratin net-
works and DNA/chromatin condensation over the cell cycle, which are presented in
chapter 5 [78] and chapter 6, respectively. In chapter 5 the keratin network in whole
cells is investigated by two combined X-ray techniques. Ptychography was used to ob-
tain a high resolution real space map of the cell, highlighting regions of interest. Then
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scanning nano-diffraction data were collected from these regions, revealing the inter-
nal structure of bundles and networks. The chapter 6 describes the results obtained at
synchrotrons on the condensation of DNA over the cell cycle. Finally, chapter 7 closes
this work with a summary of the most important results and a conclusion. The detailed
procedures and work on SAXS are given in the appendix A. The sample preparation
and different procedures are detailed in the appendix B, while a study on the struc-
tural changes induced by chemical fixatives to cells is presented in appendix C. The

appendix D is composed of results from collaborations and from bachelor students I

have supervised. Parts of this thesis have been published in Biomacromolecules [105]

and ACS Nano [78] or have been prepared for publication.

Tetramers Filaments Bundles Network

—10.mM Trig
—+ 1 mIAMGCE,

Kgicem gt
gy ieem” g’y
z K z

2t Tie
TR Taaa

qinm™") qinm™)

Figure 1.6: An overview of the results on keratin IE from tetramers to filaments by SAXS, from filaments to

bundles by scanning micro SAXS and from bundles and networks in cells by ptychography, and
scanning nano-SAXS.






Chapter 2

X-rays and Matter: Theory and
Experimental Techniques

It (i.e. the universe) is written in the language of
mathematics, and its characters are triangles, circles, and
other geometrical figures, without which it is humanly
impossible to understand a single word of it; without these,
one is wandering around in a dark labyrinth.

— Galileo Galilei, The Assayer

As expressed above by Galileo in the epigraph, it is essential to know the theoretical
and mathematical basis in order to be able to understand natural phenomena. Thus,
in this chapter some of the basic concepts and nomenclature of scattering and diffrac-
tion processes are defined. This is essential for the understanding of the techniques
described below as well as for the data modelling. There exist many books [8,9,131] on
scattering and diffraction theory where the reader can find more detailed information.
In this work, X-rays are scattered by the electrons of the atomic shell in an elastic fash-
ion and the first Born approximation is considered. It means that only single scattering
events can happen, or in other words, for each scattering event, the wave before the
scattering is the incident plane wave.

X-rays are electromagnetic radiation (EMR) that consists of two transverse oscillat-
ing fields, one electric (E) and one magnetic (B) as shown in Fig. 2.1. Both fields are in
phase and the EMR is characterised by the wavelength A which is the distance between
two consecutive maxima. Typical wavelengths for X-rays are between 10 nm and 10 pm
with two regimes: soft X-rays where A < 200 pm and hard X-rays where 1 > 200 pm.
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Figure 2.1: Representation of an electromagnetic radiation by its oscillating electric field E (blue) and mag-
netic field B (red). The direction of propagation is along the wave vector k.

2.1 Interaction of X-rays with Matter

This section is based on the lecture notes given by Dr. Y. Arnoud at the Université
Joseph Fourier (Grenoble, France) [132] and on refs. [9, 133, 134]. On the macroscopic
scale, the interaction of photons with matter is described by an attenuation law. Let
N be the number of incident photons on a layer of matter of thickness dx. The num-
ber of photons at the entrance of the matter is N(x) and after the layer N(x + dx). Af-
ter passing through the matter, the density of photons in the beam has changed of
dN(x) = N(x+dx) — N(x). The number of photons that interact in a layer dx is:

dN(x) =—-onN(x)dx 2.1

where o is the probability of interaction and is called the cross-section, expressed in
cm? or barn (1 barn = 10724 cm?), and depends on the material and energy of the pho-
tons, and 7 is the number of atoms per volume in the material expressed in cm™3. The
attenuation factor y is defined as p = o x n in cm™!. By substituting p and integrat-
ing the Eq. 2.1 between xpin = 0 and xpmax = x we find the attenuation law or Beer-
Lambert’s law: u

N(x) = Noe™ #P* (2.2)

where #/p is called the mass attenuation coefficient, expressed in cm?/g. The total con-
tribution of all the possible processes that can occur in the matter #/p is:
Pair-production

(E) =(E) +(E
P JTotal P Coherent Scat. p
(2.3)

Each of these mass attenuation coefficients are represented in Fig. 2.2 in the en-
ergy range from 1 keV to 100 keV, the specific energies of the beamlines P10 (PE-
TRA III/DESY) and ID13 (ESRF) and at the Kratky camera are also represented. The
values have been calculated using the XCOM: Photon Cross Sections Database [31, 32]
from the NIST (National Institute of Standards and Technology). The material chosen
for this calculation is a protein of empirical formula H5yC39NgO14S [30]. The Fig. 2.3
represents the different mechanisms of interaction of photons with matter. This is a

U

5) (5
Photoelectric P JInconh. Compton Scat. p
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general scheme, where red symbols indicate the interactions that are not possible in
our experimental setups, due to energy of few keV, or processes that are neglected due
to the first Born approximation of no secondary scattering or interaction processes. As
can be seen, several different processes can occur with different probabilities, in the
next subsections, each of the main interaction processes will be further developed.
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Figure 2.2: Mass attenuation coefficients for an average protein content of the cellular material, described by
the empirical formula Hso C30Ng O1 for the coherent and incoherent scattering and the photoelec-
tric effect for the energy range 1 keV to 100 keV, as well as the specific energies used at P10, ID13
and the Kratky camera.

2.1.1 Photoelectric Effect

The photoelectric effect [136] occurs with strongly bonded (i.e. inner shell) electrons.
The electron absorbs the radiation, resulting in the emission of the electron if the en-
ergy of the radiation is greater than the binding energy. The direction of the photoelec-
tron depends on the energy of the radiation. As an example, at an energy of 10 keV,
photoelectrons tend to be emitted at 70° from the incident direction of the radiation.

The vacancy created by the expulsion of the electron can be filled by an electron
from a higher shell, which fills this vacancy by emitting a characteristic radiation, this
process is called fluorescence. An alternative and competitive process to fluorescence
exists through the emission of an Auger electron. The inner shell vacancy will be filled
by an electron, and at the same time another electron of the shell will be expelled. The
mass attenuation coefficient of X-rays by the photoelectric effect is:

Z 3
Bl
P ) Photoelectric hv

where Z is the atomic number of the specific material and iv the energy of the incom-
ing radiation, where h is the Planck’s constant and v the frequency. The probability of
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Figure 2.3: Block diagram of the interaction of photons with matter. Photons are represented by blue diamonds,
electrons and positrons by green circles and orange rectangles represent the interaction process. In
our case, the red symbols mean processes that are not possible due to energy limitations, or that are
assumed not to occur (first Born approximation of no secondary scattering or interaction processes).
The figure is adapted from the book of R. D. Evans [135].

interaction, or cross-section of photoelectric effect is given by 7:

Zﬂ

X W (2.5)

where 7 is a number which varies between 4 and 5, depending on the element.

2.1.2 Compton Scattering

The Compton scattering [137] is an inelastic scattering process that occurs with an elec-
tron of the external shell that has a low-binding energy. The X-rays are scattered by an
angle 0 at different wavelengths A(0). The difference in energy between the incident hv
and scattered X-rays hVv' is given to the electron as kinetic energy. Thus, the electron is
expelled from the shell. This process will be neglected in this work as it mostly happens
for X-rays with an energy of 100 keV to 1 MeV, which is much higher than energies used.
The energy of the scattered photon kv’ is given by:
hv

hv' = (2.6)
1+
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where me is the electron mass and c the speed of light. The mass attenuation coefficient
of X-rays by Compton scattering is:

(H) o constant 2.7
p Compton

The cross-section of the Compton scattering is given by o, which is proportional to
the material atomic number Z.

2.1.3 Rayleigh Scattering

The Rayleigh scattering [138] is an elastic mechanism which occurs when the wave-
length of the incident radiation is much larger than the object. The incoming radia-
tion is scattered by the electronic cloud, keeping the same energy. This effect can be
neglected when hard X-rays are used because the wavelength of few A is similar to the
size of an atom. However, in the soft X-ray regime, Rayleigh scattering should be consid-
ered as it becomes a highly probable effect. The mass attenuation coefficient of X-rays
by Rayleigh scattering is:

v’ Z
— X —— (2.8)
p Rayleigh (hv)
The cross-section of the Rayleigh scattering is given by og:
72
i 29
OR X )2 2.9)

2.1.4 Thomson Scattering

The Thompson scattering [139, 140] is an elastic interaction of electromagnetic waves
with a free charged particle. It is an elastic scattering only for energies lower than 45 keV,
where the energy transmitted to the charged particle is neglected. The direction of the
scattered radiation is different from the incoming wave but it keeps the same wave-
length. For higher energies it becomes Compton scattering [140]. In order to show that
the Thomson scattering is a low-limit energy of Compton scattering, we need to start
from the Eq. 2.6 where we can substitute:

hv
a= 5 (2.10)
MeC
thus: B
v
wW=— 2.11
v a(l—cosO)+1 ( )
thus for photons with low energy!, typically hv <« 511 keV, we have a ~ 0, so:
hv' = hv (2.12)

IThis is the case in our experiments where the photons have an energy between 7.9 and 14.9 keV.
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The wavelength of the scattered photon is not changed in the process. The cross-
section of the Thomson scattering by a free electron is given by o:

8nrd
or = 3 =0.665 barns/electron (2.13)

2

e -13
—F =2.82x10" "7 cm.
4mey mc?

with ry the classical electron radius

2.1.5 Electron Positron Pair-Production Process

In this process a photon of energy hv >1.022 MeV can interact with the electric or nu-
clear field of an atom, resulting in the production of an electron and a positron emit-
ted back-to-back with an energy of 511 keV each. In SAXS, the energies used are in
the range of keV, thus the electron position pair-production cannot happen. The mass
attenuation coefficient of X-rays by pair-production is:

o« Zn(hv) (2.14)

p Pair-production

The cross-section of the pair-production process is given by «:

x o< Z2In(hv) (2.15)

2.2 Scattering Process

2.2.1 Basic Definition

Consider an X-ray beam of intensity Iy photons per second incident on a sample (Fig-
ure 2.4). The sample is considered larger than the dimension of the beam. The scat-
tered intensity I is proportional to I, the number of particles in the sample per unit
area N and the solid angle of the detector AQ = S/r2. Additionally, I;. depends on the

do
ability of the sample to scatter, given by the differential scattering cross-section T

Thus, the scattered intensity received on the detector by the sample is:

do
I = I NAQ | —

10 (2.16)

where o corresponds to the scattering cross-section of the sample (section 2.1). It quan-
tifies the intrinsic likelihood or probability of a scattering event, and depends on the
material and the energy of the incident particles.

2.2.2 Scattering by One Atom

As described above (section 2.1.4), the process involved in small-angle X-ray scatter-
ing is described by Thomson scattering. This process is purely elastic and can be sum-
marised by Fig. 2.5. The incoming wave is scattered by an electron of low-binding
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Figure 2.5: Thomson scattering: the incoming wave Figure 2.6: Representation in polar coordinates of the

is scattered by a weekly bound electron differential cross-section per unit angle for

(outer shell), resulting in a wave that keeps the number of photons scattered in the di-

the wavelength but has a changed direc- rection 0 of the Compton scattering and

tion by an angle 6. its low energy limit a ~ 0. Figure from
ref. [140].

energy at an external electronic shell. The resulting wave keeps the same energy but
changes direction by an angle 6. In Fig. 2.6, the differential cross-section per unit angle
and the direction 6 of emission for the Compton and Thomson (a ~ 0) effects are rep-
resented. For example, the a coefficient is equal to 0.015, 0.016 and 0.029, for energies
of 7.9 keV, 8.03 keV and 14.9 keV, respectively. Thus the process is purely elastic.
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2.2.3 Scattering by Two Atoms: Interference

The scattering of a plane wave by two atoms is represented in Fig. 2.7. The incoming
radiation arising from the upper left with a direction of propagation k; impinges on the
first atom from the left. This atom starts to oscillate mainly due to the electric field of
the EMR and acts as a dipole resulting in the emission of a spherical wave with identi-
cal A in all directions in space. A moment later, the incident EMR reaches the second
atom (on the right) and interacts the same way with it. When both atoms scatter the
incoming wave, interferences occur. Constructive interferences (i.e. when the waves
emitted by the two electrons are in phase) will give rise to an exit wave with a direc-
tion of propagation k. The difference between the incident k; and exit wave vector k¢
defines the momentum transfer q:

q=1Ili—k; (2.17)

Figure 2.7: Principle of the scattering process by two atoms: an EMR with a wave vector k; interacts with an
atom at time t| that starts to vibrate/oscillate, a short time later (t2) the second atom oscillates.
Constructive interferences between the exit waves of each atom give the direction of the wave vector
ky of the exit wave.

2.2.4 Scattering from Ordered Matter

Let’s consider an object formed of many atoms as represented in Fig. 2.8. In this ex-
ample we take a crystal made out of atoms in two planes, thus in this specific case
we should speak of diffraction instead of scattering. The incident plane wave of wave-
length A is travelling downwards from left to right. The upper part of the wave is
diffracted before the lower part by an atom of the first plane of the crystal. The dif-
ference in the path is given by the sum of the vectors DB and BC. One can assume
a coherent incident wave with a wavelength of similar dimension of the two planes
distance. The additional path of the lower part only implies a phase shift of an integer
number of the wavelength if:

DB+ BC=nA (2.18)

where n € N. Moreover, with basic trigonometric knowledge, it is possible to see that
the angle DBA =7/2—0 and DB = BC = dsinf. This results in the famous Bragg’s law:

2dsinf = nA (2.19)
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Figure 2.8: a) Geometrical construction of the Bragg law. Each ball represents an atom spaced by distance d.
The incident wave is diffracted by angle 20. b) Construction of the momentum transfer vector q.

This equation (Eq. 2.19) introduced in 1915 by William Henry and William Lawrence
Bragg is the ground formula that led to the development of small-angle scattering (SAS)
by André Guinier in the 1930s. Nowadays, it is a widely used technique either with neu-
trons (SANS) or X-rays (SAXS).

Unlike crystal diffraction, SAS techniques study non-crystalline samples such as pro-
teins, colloids, metals and much more. A description of the SAXS technique can be
found in section 2.4.

2.3 Kinematic Theory of Diffraction

The kinematic theory approach of diffraction from a crystal is a more quantitative ex-
planation. One should remember that diffraction and scattering are both elastic mech-
anisms. However, in the case of diffraction, the sample is crystalline hence there is a
relation between the phase of the incident and exit wave (see Eq. 2.19). In the case of
scattering, the sample is amorphous, hence there is no relation between the phase of
the incident and scattered waves. Nevertheless, both diffraction and scattering theory
share the same starting point.

The signal recorded on modern detectors only corresponds to the square modulus
of the amplitude of the incoming wave:

I(q) = |v@| =v@y (@ (2.20)

where the amplitude of the scattered wave y(q) by one atom is given by:
w(q) = fe?™iar (2.21)

where q is the momentum transfer defined in Eq. 2.17, and f the atomic scattering
factor, the value of the electron cloud density in the reciprocal space and is defined as:

f:fo p(r)dr (2.22)
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where r is the position of the atom and p(r) the number density of the cloud surround-
ing the atom. Thus for g — 0, p(r) = Z and q — oo, p(r) =0.

When considering a material which is formed by a group of atoms of the same or
different kinds, the position of each atom with respect to the same origin r;, is defined
by the use of the vectors of the origin unit cell a;, a,; and a3 and d,, the distance of the
atom in the generic cell:

rn=d,+ma +mea;+mszaz (2.23)

with m; € Nindicating the position of the m,j, cell in a crystal. Therefore, we can rewrite
Eq. 2.21 and sum over all the atoms:

w(q) =wo anezqu,, Z ezmmlqul ZeZnimgqug Ze2nim3qu3 (2.24)
n

my mp m3

The first term of Eq. 2.24 is called the form factor F(q) as it only depends on the d,
parameter, the structure of the unit cell:

F(g) =Y fye*m (2.25)
n

The other three sums of the Eq. 2.24 depend on the three-dimensional extension of the
crystal, accordingly to its shape. They depict the structure factor:

S(g) =) e*miaa (2.26)

aj

Thus the intensity recorded by the detector can be rewritten as:

(@) =v(@y* (@) = F@F @|S@] (2.27)

by replacing the structure factor:

|S(q) |2 — Zezmqai Ze—zmqaj — Z e2m’q(ai—aj) (2.28)
a; aj

a,;j
one comes to the following expression for the scattering signal:

1(q) = F(@)F* (q) )_ e*"9lai=a) (2.29)

aij

Fig. 2.9 represents the structure (red points) and form factors (drawing).

2.3.1 Form Factor

As described in Eq. 2.25 the form factor is related to the shape of the sample (Fig. 2.9).
It is the Fourier transform of the primitive object. For liquid samples, the form factor
describes the shape of the particles averaged over all orientations. The form factor de-
pends on the size and shape of the particle. Let’s consider a single sphere of radius
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Figure 2.9: Representation of the form factor and structure factor, by a drawing and the red circles forming the
lattice, respectively. Both are convolved to produce the crystal structure.

R, and constant density p(r) = p inside the sphere. The analytical formula of such a
system is:

F(q) =[ p(r)eli dr (2.30)
0

This integral can only be evaluated for few structures, which Pedersen has summarised
[141]. In the case of a sphere, an element of volume is defined as dV = r? sinfdfd¢dr.
Thus Eq. 2.30 can be rewritten as:

R p2n pm |
Flg) =p f f f e/97¢030 2 6in 0dgdepdr (2:31)
0 JO 0

finally, this leads to the form factor of a sphere:

sin(qR) — qRcos(qR)
q3R3

F(q)=3 (2.32)
The establishment of the analytical formula by Lord Rayleigh in 1910 [142] of the form
factor of a sphere is given in App. A.1.

2.3.2 Structure Factor

The structure factor determines the scattering amplitude depending on the arrange-
ment of the atoms, molecules or objects (Fig. 2.9); it is called the lattice symmetry. For
a perfect infinite crystal with a high level of order, the structure factor will exhibit sharp
peaks called Dirac-delta functions, the width of the peaks is inversely proportional to
the number of atoms. When the sample is liquid, the order is lost (no regular lattice)
and the structure factor peaks broaden. The structure factor for liquids describes the
strength of the interaction between two particles, the potential.

To conclude this first part, one should remember that many ways exist for X-rays to
interact with matter and that we will only restrain ourselves to single scattering events
in the following work. Additionally, inelastic scattering such as Compton scattering will
be disregarded in the data analysis. Each of the processes that can occur is energy de-
pendent, hence the results of experiments performed at different energies can have
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different outcomes. More essentially, the reader should bear in mind the following def-
inition of X-ray scattering by Otto Kratky: “The scattering process can then be visualised
as follows: the electrons resonate with the frequency of the X-rays passing through the
objects and emit coherent secondary waves, which interfere with each other.” This reso-
nance is caused by Thomson scattering, a specific case of Compton Scattering, where
the energy of the incident wave is much smaller than the resting energy of an electron.

In order to reveal the structure of nanoscale structures, diffraction and scattering
techniques of X-rays have been developed. However, these techniques are indirect
imaging techniques as they produce images (i.e. diffraction or scattering patterns) in
reciprocal space (i.e. Fourier space). In the following sections, the general SAXS theory
and analysis will be introduced, followed by a description of the Kratky camera where
SAXS experiments were conducted. The principle of contrast in X-ray imaging will be
introduced as well as scanning techniques and the respective setups at synchrotron fa-
cilities. The specificity of ptychography imaging and reconstruction will be described.
This chapter is intended to give the reader the essential theory, data analysis and inter-
pretation tools needed for the interpretation of the results.

2.4 Small-Angle X-ray Scattering

Small-angle X-ray scattering (SAXS) is a powerful technique that was developed in the
1930s by André Guinier [131] and Otto Kratky [77]. They both developed experimental
and data analysis tools as well as the interpretation and theory of a technique that is
nowadays commonly and widely used.

One can measure a wide variety of samples such as colloids, polymers, nanoparti-
cles, proteins, etc. as well as samples of different forms like liquids, powders, crystals,
etc. and in different fields such as structural biology, drug discovery, biomaterials, etc.
SAXS gives access to structural parameters, such as the size, shape and surface (using
different g ranges) by averaging the signal of randomly oriented molecules.

In the following, when I refer to SAXS, this will have the meaning of biological SAXS
in solution [143-147], i.e. the protein is suspended in a buffer. The SAXS signal from
the buffer and from the protein plus buffer solutions are collected. The subtraction of
both signals results in the SAXS signal of the protein. Thereafter, the 2D SAXS signal is
azimuthally integrated and the radial intensity I(q) is plotted against the magnitude of
the scattering vector:

4w .
q= T sinf (2.33)

where 20 is the scattering angle and A the wavelength of the X-rays. The radial inten-
sity I(g) is the basis of the analysis in SAXS. Furthermore, essential corrections have
to be applied in order to obtain information of the system such as the shape of the
particle by the form factor F(g), the average size of the particle (through the Guinier’s
approximation), potential interaction: aggregation, repulsion or structure of the parti-
cle by analysing the structure factor S(g). In non-ideal systems, polydispersity of the
particles have to be taken into account. All of these aspects will be described in the
following sections. Experimentally, only the amplitude of the EMR is recorded by the
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detector as defined in Eq. 2.20. The scattering is described as:

(@) o |[F(@S@] (2.34)

2.4.1 Form Factor

As described in section 2.3.1, the form factor F(g) is the Fourier transform of the parti-
cle shape. The F(q) of standard geometries (sphere, cylinder, disk, ...) have been math-
ematically calculated [77,131, 141, 148]. Figure. 2.10 depicts F(q) of different shapes: a
sphere of radius 50 nm, an infinitely thin disk of radius 50 nm, an infinitely thin rod
of length 250 nm, a cylinder of radius 50 nm and length 50 nm and a hollow sphere of
inner and outer radii of 40 and 50 nm, respectively.

As one can see, it is possible from the theoretical curves to differentiate basic shapes
like a sphere and a disk but it is more complex between a sphere and a cylinder. The
formulas used to compute Fig. 2.10 can be found in the Appendix A.1. Thus, further
analysis tools have to be employed to retrieve important structural parameters.

The form factor of cylinders of different radii and of fixed length 50 nm are repre-
sented in Fig. 2.11. We can observe a shift toward low g values while increasing the
radius of the cylinder. This is very important as we have access to a limited g, value,
mostly due to the use of a beam stop. So, it becomes obvious that we are limited in the
detection of bigger structures. On the other hand, at high g values, the signal is very
weak and very small structures cannot be resolved. This is defined by the following for-
mulas, giving the smallest and largest accessible structures in function of the g range:

2
and Dpin = el (2.35)

{min max

Drax =

The form factor of a system can be determined by fixing S(g) = 0. This is possible by
reducing the concentration of the sample in order to have particles or proteins suffi-
ciently separated.

2.4.2 Guinier’s Analysis, Radius of Gyration and Pair Distance
Distribution Function

In order to characterise the shape of the particle, the Guinier’s approximation [131] or
the pair distance distribution function (PDDF or p(r)) [77,131,149] can be used.
The Guinier’s approximation for a spherical particle is given by:

2R

I(q)=le 5 (2.36)

where Rg = \/gR is called the radius of gyration and gives the overall size of the parti-
cle, where R is the radius of the particle (spherical in this case). In Appendix A.2, the
mathematical variation of Eq. 6.9 for other shapes (rod and disk) are given. This anal-
ysis procedure needs an assumption of the shape in order to fit the low g values. The
Guinier regime is only accessible up to gRg < 1.3.
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Figure 2.10: Representation of the form factor F(q) Figure 2.11: Evolution of the form factor of cylinders
of different shapes: a sphere, an in- of different radii 5 to 100 nm and length
finitely thin disk, an infinitely thin rod, of 50 nm. Larger structures are showing
a cylinder and a hollow sphere. oscillations of the SAXS signal at lower

q values.

Moreover, in a double logarithmic plot, the low g region can be approximated to I(q)
g~ “.Inthe low angle regime, the shape of the particles can be determined via the value
of the exponent a. A value of @ = 0 is characteristic of a sphere, @ = 1 is characteristic of
a cylinder and a = 2 characteristic of a flat disk, as depicted in Fig. 2.12.

When the shape of the particle is unknown, another common way to treat the data is
by computing the PDDE It can be interpreted as the distribution of distances between
pairs of scatterers within the particle. The PDDF calculation uses more data points than
the Guinier analysis, which makes it more reliable. Direct inverse Fourier transforma-
tion of 1(q) is not possible mainly due to the loss of the phase information and because
onlyalimited g range is accessible. Furthermore, the signal is convolved with the setup
characteristics. Specific algorithms and software based on an indirect Fourier trans-
form are available [77,150-153]. The PDDF of simple shapes can be calculated and the
radius of gyration Ry is:

fODm‘”‘ p(r)r2dr
2 fODma" p(rydr

where r is the distance vector in the real space of the object and Dp,x is the largest
particle dimension such as:

Ry (2.37)

p(r) =0for r > Dpax (2.38)

The PDDF of simple geometries, as in Fig. 2.10 are represented in Fig. 2.13. For this
figure, the p(r) have been normalised to 1. In order to achieve a similar Dpax for the
different geometries, the dimensions of the thin rod are: a radius of 5 nm and a length
of 97 nm. The cylinder has a radius of 22 nm and a length of 70 nm and the sphere
has a diameter of 100 nm. For the hollow sphere, the inner and outer radii are 40 and
50 nm, respectively. The disk is characterised by a radius of 50 nm. The rod and cylinder
curves have been calculated by using the software GNOM [152, 153] which computes
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Figure 2.12: Power law exponents in the Guinier’sre-  Figure 2.13: Example of pair distance distribution
gion of three different shapes, a sphere function for the same shapes as in
of radius 10 nm, a flat disk of ra- Fig. 2.10. The curves have been nor-
dius 100 nm and a cylinder of ra- malised to 1 for better visualisation.

dius 5 nm and length 100 nm.

the inverse Fourier transform of a given SAXS signal, while the curves of the disk, sphere
and hollow sphere are directly obtained from the analytical formulas (Appendix A.3).

2.4.3 Porod’s Law and Invariant

In 1951, Porod [154] and in 1957 Debye et al. [155] independently derived the asymp-
totic behaviour of the final slope of small-angle scattering curves as:

2
I(q) = (Ap)zq—ZSa |E()? 2.39)

where S is the specific surface, or surface-to-volume ratio. It is possible to retrieve the
g~* asymptotic behaviour of the signal in the case of spherical particles of radius R
described by the form factor given in Eq. 2.32. The Porod law is only valid for gR > 1.
Here we define P(q) as the square of the form factor F(q).

P(q) = F(q)*
in(gR)—gRcos(qR) |2
b= (ssnananosan)
asgR >»>1 % can be neglected
—3¢qRcos(qR) 2 (2.40)
P(g) = (T)
2
P(q) = ((qll?)z) cos?(gR)
- 1
Plg) = @R?

This fourth power law is not only valid for single particles, but also works for densely
packed systems in the case of a well-defined internal surface. Indeed, at high angles or
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q values, only the information from the surface of the sample is detected. This fourth
power law can be generalised to non-smooth surfaces by:

I(g)=Sq~“+B (2.41)

where S is called the Porod constant, or specific surface and B is a term to account for
inelastic, incoherent and small density fluctuations in the sample. In the case of surface
or mass fractal dimensions, the power law exponent can be between 2 and 4. Moreover,
a thin rod will have an exponent « = 1, a flat surface an exponent @ = 2 or a Gaussian
chain an exponent a = 2. While the exponent a gives morphological information, the
Porod constant S gives a quantitative value of the sample specific surface. In order to
quantify S, the SAXS curves are required to be in absolute units (see section 2.4.6 for
more information).

One way to compute quantitative values from the SAXS curves without the need to
convert the SAXS signal in absolute units is to calculate the Porod invariant Q that gives
access to the Porod volume V as:

(e 9)
o= [ 1iaq="0
0 14

However, the Q invariant requires the convergence of the so-called Kratky plot g>1(q).
Moreover, extrapolation at low and high angles needs to be done, by using the Guinier’s
approximation (Eq. 6.9) and the Porod’s law, respectively, because the experimental
scattering signal is recorded between ¢min and gmax. Contrary to the radius of gyration
Rg, the Porod invariant Q only depends on the volume and not on its shape. This Porod
invariant Q is called invariant, because, in case of proteins, the value of Q will be the
same for different conformations showing different scattering curves. Thus, the Porod
constant and invariant are very useful quantities that enable the quantification of com-
pactness and flexibility of systems such as proteins and macromolecules.

(2.42)

2.4.4 Structure Factor

In order to evaluate the structure factor from SAXS, one has to know the shape of the
particle or first perform SAXS measurements at low concentration in order to retrieve
F(g). Different models exist such as hard sphere potential, where the particles cannot
overlap in space, or the screened Coulomb potential that includes a repulsion poten-
tial to the hard sphere potential. The Fig. 2.14 represents the SAXS signal I(q) of differ-
ent volume fractions of the hard sphere structure factor and for particles of spherical
shape of 10 nm radius (R). The structure factor S(q) of different volume fractions are
represented in the inset of Fig. 2.14. One should note that S(g) at large ¢g is equal to 1.
Furthermore, when looking at the SAXS curves for different volume fraction, only the
low g values are impacted by S(q).

In solution SAXS, the structure factor describes an interaction potential that can
be due to charged particles that can either attract or repel each other [156-158]. The
potential shown in the inset of the Fig. 2.14 is a repulsive interaction called the hard
sphere potential:

oo ;forr<2R

0 ;forr=2R (2.43)

V() = {
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and the structure factor has been derived from the Percus-Yevick approximation [159]:
S _ 1
D= Tt (2.49)
qR

where f is the volume fraction. The parameter G can be written as G = Gy + G + Ggs,
defined as:

sinA— Acos A
Gl=a————
A2 )
Gy :ﬁ2A51nA+(21;3A JcosA—-2 (2.45)
4(3A%-6cos A+ (A% —6A)sinA+6)— A*cos A
G?):Y A5
fy2
_ (1+2f)? -6f(1+73) af
with the parameters a = ,B= ,Yy=—and A=2¢gR.
P P a0 q

In case of a sample composed of similar particles and arranged in a certain fashion or
lattice [160, 161], the structure factor is then described by Eq. 2.26:

S(q) =) exp(-iq(R))) (2.46)
j

where R; is the position of each particle.
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2.4.5 Effect of Polydispersity

Another aspect to take into account in data analysis of SAXS measurements is the poly-
dispersity of the sample. In SAXS, the signal is obtained from the average of many
particles. These particles can have slightly different sizes leading to polydispersity. In
Fig. 2.15, the form factor of pure monodisperse cylinders of 50 nm radius and 50 nm
length (grey curve) and the effect of polydisperse particles of Gaussian distribution of
different standard deviation o are calculated. The inset of Fig. 2.15 represents the Gaus-
sian distributions of formula:

_®-R?

e 20?2 (2.47)

D(R) =
oV2n

where R is the average radius. One can see that the periodic structure of the signal van-
ishes when the polydispersity reaches a value of 20% for this specific example. Further-
more, each of the modulations of the signal is slightly broadening and the maxima have
a lower intensity. However, the low g region remains unchanged by the polydispersity
and thus Guinier’s approximation can still be used to evaluate the radius of gyration of
the system.

2.4.6 Corrections to SAXS Signal

There are many ways to improve the quality of the data. In the following I will shortly
describe the correction used in SAXS. Physical damage of some pixels of the detector
such as hot or dead are masked. The data are corrected for the transmission T; and
flux f in order to take into account the absorption of the beam by the sample. The
transmission is determined by measuring the flux directly before the sample Iy and
after the sample I; thus:

=T
The data are also corrected for the exposure time f. and thickness of the sample ds.
As stated above, the data are corrected for the background scattering I;,. Hence, the
corrected signal I, can be calculated as:

1 I ) 1
Trf Tr,bf b/ te ds
Finally, all the scattering curves are multiplied by the scaling factor (SF) in order to
obtain scattering curves in units of cm™!. The SF is a value that takes into account
the setup and capillary characteristics. Thus, one can compare different data sets from
different experimental setups. Furthermore, the extraction from the PDDF or Guinier
analysis of the forward scattering I(0) can only be related to the molecular weight when
the scattering curves are given in absolute units. In this work, we know the molecular
weight of the proteins; however, when assembling, the molecular weight of the struc-
ture is increasing and the I(0) is also increasing. Hence, in order to compare different

data sets, absolute units need to be employed. The detailed mathematical construction
of the SF is given in Appendix A.4.

Tr (2.48)

Tcor = ( (2.49)



2.4. Small-Angle X-ray Scattering 39

z (cm)

1 1 1 ' , . | | |

T T T T T } I | l '

0 12 21 22 31 33 T : 64

Gobel mirror s . -
/,.,,.,,,.,,,,.,,,

g Kratky block Kratky block
Point source B1 B2
X-ray tube

Beam stop Detector
Figure 2.16: Representation of the Kratky camera used for SAXS experiments. HS and VS stand for horizontal
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Figure 2.17: Parasitic scattering at the Kratky camera, emanating from the collimation blocks and slits.

2.4.7 Experimental Setup

The solution SAXS measurements were performed using a Hecus S3-MICROpix camera
system (sketched in Fig. 2.16), SWAXS version (Hecus X-ray Systems GmbH, Graz, Aus-
tria) equipped with an iMOXS (IfG - Institute for Scientific Instruments GmbH, Berlin,
Germany) X-ray source delivering a photon fluence of about 5 x 10’ ph s™! m~2 at
50 kV and 600 pA. The beam is focused by a point focus collimating optics (FOX 3D
CU 12-INE Xenocs, Sassenage, France) using a graded multilayer Gobel mirror [162]
(parabolically bent multilayer mirror composed of silicium and tungsten) delivering
a beam of 1.1x1.5 mm? (horizontalxvertical). Directly after focusing, the beam is col-
limated by a Kratky collimation [163], consisting of a horizontal slit of 200 ym, two
Kratky blocks and a vertical slit of 1 mm. Thus, the beam after collimation and at
the sample position is about 220x790 um?. The primary beam is blocked by a 2 mm
thick tungsten plate, covering half of the detector in order to block the parasitic scat-
tering from the collimation system (see Fig. 2.17). The scattering signal is recorded at a
sample-to-detector distance of 27.5 cm using a single photon counting pixel detector
Pilatus 100K (487 x 195 pixels, pixel size 172x172 um?, Dectris, Baden, Switzerland).
The collimation system (blocks and slits) is made in a way to have the highest flux
on the sample and a beam with as little as possible parasitic scattering emerging from
the collimation. Figure. 2.17 represents the scattering of each of the components of
the collimation system, which is thus leading to hiding half of the signal. As can be
seen from the Fig. 2.17, the horizontal slit (HS) is producing a scattered wave (in blue)
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which is stopped by the first Kratky block (B1). The block B1 is also creating scattered
waves (in green) which are blocked by the Kratky block B2. Then the vertical slit (VS)
smear the beam (also de-smearing was not essential because we used a point focus
collimating optics). Finally, the block B2 creates a scattered wave (in dark blue) which
will hit the sample and then will be stopped by the beam stop (in dark blue). Thus
almost no parasitic scattering from the collimation is reaching the detector.

With the aforementioned setup, the accessible g range is about [0.12, 5.70] nm™!,
where higher g values (i.e. ¢ > 3 nm™!) are subject to a decreasing signal-to-noise level.
This g range corresponds to real-space length scales between 2 nm and 50 nm, thus
capturing the relevant length scales of the keratin filaments. This will be discussed in
greater details in chapter 3.

2.4.8 Data Analysis

Data analysis of SAXS measurements was performed using the software packages
PRIMUS [153] for the Guinier’s analysis and GNOM [152,153] for the calculation of the
PDDFs. These two packages are part of the ATSAS software from the European Molecu-
lar Biology Laboratory (EMBL Hamburg). More elaborated and sophisticated analysis
were performed with MATLAB (The MathWorks, Inc., Natick, USA) by self-written anal-
ysis scripts or scripts from previous members of the Institute for X-ray Physics (Gottin-
gen, Germany).

In chapter 3 keratin filaments are investigated. They are modelled as long cylinder
with Gaussian chains attached to the surface. The calculation of the form factor F(g) of
such a model starts by the equations given in 2000 by J. S. Pedersen [148] and adapted
by Brennich et al. in 2014 [164], where the scattering of such a structure is given by:

e Fi(q) the scattering from a long cylinder composed by a cross-section and a lon-
gitudinal term, respectively F¢s(g, R) and Fi,(g, L) of radius R and length L.

Fys=Fes(q,R)Fi.(q,L) (2.50)
with: )
2J1(gR)
ch(q,R)=( lqz ) 2.51)

with J; the first order Bessel function of the first kind and:

2Si(qL)  4sin®(ql/2)
qL q2 L2

F.(q,L) = (2.52)

where Si is defined as: .
Si(x) = f tsin(n)dr (2.53)
0

which is also known as the Dirichlet integral. In our case the length of the fila-
ments is significantly longer than the accessible range with SAXS, thus it can be
simplified to:

lim Si(gL) = g (2.54)

gL—+o00
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the demonstration of the resolution of the Dirichlet integral is given in Ap-
pendix A.5 and:

~ 4sin%(qL/2)
lim ——— = = (2.55)
gL—+o00 quZ
SO:
/A
Fi(q,L)= — (2.56)

qL

* F.(q,Rg) the scattering from a Gaussian chain of radius of gyration Rg as derived
by Debye [165]:
2(exp(—q*R2) — 1+ g°R%)

F.(q,Rg) = (qué)z (2.57)
* Ssc(q) the core-chain cross term:
2 R
Ssc(a) = Y(qgRg) hq(g )]o[LY(R +dr)1FL(q,L) (2.58)

where dp, is the distance of the chain to the surface of the rod, set to 0 and W (qRg)
the form factor amplitude of a Gaussian chain defined as:

l—exp(—qué)

Y (qRg) = °F2 (2.59)
¢ Scc(q) the chain-chain term:
Scc(@) =¥ (qRG)* Jolq(R+dr)* Fi(q, L) (2.60)
In the end, the form factor of the keratin filaments is given by:
F(q) = B[Fs(q) + Ab*F.(q) +2bSsc(q) + b*See(q)] (2.61)
where o< £2, is the total scattering from the filament core per length, 1 is the average
distance between Gaussian chains, b = Be is the ratio of scattering from the corona

to the scattering from the core. Here, the fsollowing assumptions have been applied: i)
the Gaussian chains are located at the rod surface, ii) the number of Gaussian chains
corresponds to 16 monomers per ULF length (about 43 nm), thus A = 2.69 nm, iii) the
standard deviation of the filament thickness distribution is estimated to 17.02% of the
average radius [114] and iv) the persistence length of about 500 nm for keratin [103]
is much larger than the length scale accessible by SAXS, which corresponds to about
60 nm.
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Figure 2.18: Principle of background subtraction and average excess scattering. SAXS can only access the aver-
age electron density contrast between the protein (orange) and buffer (blue): Ap.

2.5 Principle of Contrast in X-ray Experiments

In small-angle scattering, either with X-rays or neutrons, the scattering process by mat-
ter is governed by the scattering length, which is a measure of the scattering power of
a material. For X-rays, it arises from the electron density, while for neutrons it comes
from the nuclear scattering length. As described above, the amplitude of the scattered
wave of each atom of the sample is given by the scattering length, which is defined as
fx = roNe-, where ry is the Thomson radius as defined in section 2.1.4. In the case of
X-rays, the scattering length fx increases with the atomic number, while for neutrons,
fx is not related to the atomic number and comes from the strength of the interaction
between the neutrons and the nucleus, and it can even be negative. The Tab. 1.2 al-
ready presented in the introduction part summarises the scattering length values of
different atoms that are found in biological matter. From this table it is evident that the
higher the atomic number is, the stronger the scattering is. Another clear statement is
that biological matter, which is composed of small atomic numbers, scatters much less
than metals for example. From the values reported in Tab. 1.2, it is obvious why in neu-
tron scattering and diffraction experiments they use deuterium instead of hydrogen,
especially heavy water for buffers.

In solution SAXS we measure the average excess scattering length density of the sam-
ple (protein and solvent) as:

Ap ={Ap(r)) ={p(r)) - ps (2.62)

Thus the choice of the solvent is crucial. Indeed, the density of the solvent pg should
be different from the density of the actual sample p(r), to get back to the scattering of
the protein, by performing a background subtraction. This is illustrated in Fig. 2.18. In
an ideal case, the solvent density would be equal to zero, but working in vacuum is not
an option. The scattering intensity of biological cells is increased when the samples are
dried. The solvent becomes air, with a very small density, smaller by a factor of about
800, compared to the one of a cell.
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2.6 Scanning X-ray Micro- and Nano-Diffraction

The main difference with the previously described SAXS methods (section 2.4) lies in
the setup and measurement principle. In solution SAXS, the information is an ensem-
ble average of many particles of different orientations, while for X-ray micro- or nano-
diffraction, owing to the size of the beam the information is scattered from a much
lower number of structures and ideally to a single nanostructure (some average might
always be present in complex systems such as a whole cell). Scanning SAXS or diffrac-
tion technique (section 1.3.3) was first proposed by Mahendrasingam et al. [72] and
Fratzel et al. in 1997 [73] for biological materials like polymers and bone, respectively.
It has been further developed by others for different biological samples (cells, networks
or biopolymers) and sample environments (cryo-protected, hydrated, dried) such as
refs. [40,57,58,74-76,79,80, 166, 167].

2.6.1 Experimental Setups

The scanning X-ray diffraction experiments have been performed at two beamlines at
two synchrotrons: at the ID13 beamline at the European Synchrotron Research Facility
(ESRE Grenoble, France) and at the P10 beamline at the PETRA III storage ring of the
Deutsches Elektronen-Synchrotron (DESY, Hamburg, Germany).

ID13 Beamline at the ESRF

At the ID13 microfocus beamline the experiments have been carried out at the exper-
imental hutch II for the micron size beam and at the experimental hutch III for the
nanometre size beam. A detailed description of this beam line can be found in ref. [168].
The beam is produced by an 18 mm period vacuum undulator at an energy of 12 to
13 keV. It is followed by several optical components, such as liquid nitrogen cooled
Si-111 double crystal monochromator for the micron size beam, an additional Si-111
channel cut monochromator is used for stability of nanometre beam size. The micron
beam size is achieved by means of beryllium compound refractive lenses (Be-CRL) [11]

X-ray beam Compound refractive lens
—

Detector
|

Beam stop
o=y \ ‘

Figure 2.19: Representation of the experimental hutch at the ID13 beamline (ESRF). Be-CRL are used to focus
the beam down to1 x 1 um? at the micro-hutch with a primary beam intensity of 101° photons/s.
The beam at the nano-hutch can be focused down to 100 x 100 nm? and a primary beam intensity
0f10° photonss.
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which focus the beam size down to 1 um. In the case of nano-beams, CRL are used
to provide a beam down to 80 nm. This is followed by cleaning apertures. The beam
intensity is about 10'° photons/s at the micro-hutch and 10% photons/s at the nano-
hutch, with beam sizes of 5 x 3 umz (horizontalxvertical) and 100 x 150 nm? (hxv), at
the micro- and nano-hutches, respectively. In both experimental hutches, the samples
are mounted on a hexapod scanning stage for wide motion range. On this hexapod a
fine piezoelectric scanning stage is mounted. This allows for fine movement of the sam-
ple when scanning. The finest movement achievable is in the order of 10 nm. An online
visible light microscope (reflection mode) is used to align the sample in regard to the
beam position. Behind the sample, a small 6 cm flight tube with a beam stop at its
exit (diameter of about 100 um) is installed to block the primary beam and reduce air
scattering. The scattered intensity is recorded on a Maxipix detector (ESRE 516 x 516
pixels, pixel size 55x55 um?), placed at a sample-to-detector distance of about 0.9 m
as a compromise to keep air scattering effects at a minimum and sufficient speckle
sampling. In December 2015, the experiments were performed by using the Eiger 4M
detector (2070 x 2167 pixels, pixel size 75 x 75 /sz ; Dectris Ltd., Baden, Switzerland).

P10 Beamline at DESY/PETRA III

The Gottingen Instrument for Nano Imaging with X-rays (GINIX) [169,170] was used at
the P10 coherence applications beamline at the PETRA III (Positron-Elektron-Tandem-
Ring-Anlage) storage ring. A simplified schema of the setup is represented in Fig. 2.20,
for a more detail representation, the reader can refer to ref. [170]. The beam of
7.9 keV energy is produced by a 5 m long undulator and a cryo-cooled double crys-
tal monochromator (Si-111). Slits, attenuators and clean-up slits are placed before the
focusing optics. The beam is focused by two Kirkpatrick-Baez (KB) mirrors (in cross
geometry) to 250 x 250 nm? with a flux of 10'! photons/s, similar to the best config-
uration possible as reported in ref. [171]. The beam is cleaned by apertures before
reaching the sample. The sample is mounted on a piezoelectric stage allowing for fine

X-ray beam

Sample

Focal point

Detector

Beam stop

Verical focusing Horizontal focusing \‘ o /
KB miror KB miror - \ 4

Figure 2.20: Representation of the experimental hutch at the P10 beamline (PETRA III/DESY). Two KB-mirrors
in cross geometry are focusing the beam down to 200 x 200 nm? and a primary beam intensity of
10! photonsis.
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Figure 2.21: Radiation damage at the P10 beamline. a) Phase contrast image taken in-house with a 20x micro-
scope of a fixed cell. b) Online microscopy images of a cell before exposure and c) after exposure.
After exposure a hole in the cell is visible at the position where the sample was scanned by the X-
ray beam. No filter was used, the primary beam intensity was 101! photons/s. Scale bar represents
100 pm.

translation. The sample is aligned with an online visible light microscope (reflection
mode). Directly after the sample, a first beam stop (thickness 100 pum tungsten, size
800 x 800 um?) is used to block the primary beam, then the scattered signal passes
through a vacuum flight tube of about 5 m. The scattering signal is recorded on a single
photon counting, high dynamic range Pilatus 300K detector (487 x 619 pixels, pixel size
172 x 172 ,umz; Dectris Ltd., Baden, Switzerland) or a Pilatus 1M detector (981 x 1043
pixels, same pixel size as the 300K), placed in the Fraunhofer far-field plan at a sample-
to-detector distance of 5.07 m. Due to the relatively high intensity of the beam, atten-
uator or filters made out of aluminium are placed in order to reduce the unavoidable
radiation damage. The effect of the full beam at P10 on a cell can be seen on Fig. 2.21,
where two microscopy images (with the online microscope) have been taken before
panel b and after the exposure panel c. After the exposure, a hole in the cell can be
seen, resulting from the beam on the scanned area.

Due to the relatively intense beam, filters had to be employed to reduce the dose
to the sample and preserve the integrity of this one. Tab. 2.1 gives the corresponding
attenuation factor and transmission of the different aluminium filter.

2.6.2 Data Analysis

The usual way to obtain pseudo-real space images of the scanning diffraction exper-
iments is by computing the so-called dark-field contrast. The procedure is explained
in Fig. 2.22. For each of the scanned position of a sample (Fig. 2.22a), the 2D detec-

Table 2.1: Attenuation and transmission values of the different Al filters used at the P10 beamline. The thick-
ness (in millimetres) is calculated according to Eq. 2.2, with p 5y = 2.7 g.cm™> and plpy, at 7.9 keV is

5.2 cmz/g.
Filter 0 1 2 3 4 5 6 10 15
Att. 0 36 131 477 1728 623 2272 3.9x10°  2.4x10°
Trans. 1 027 0.076 0.021 0.006 0.0016 4.4x107* 25x107% 4.1x107°
Thickness - 025 049 0.74 098 1.23 1.48 2.47 3.70
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tor image containing the diffraction signal (Fig. 2.22b) is multiplied by a binary mask
(Fig. 2.22c). The mask is composed of zeros at the inter-module gap positions of the de-
tector and the beamstop (or any other undesirable parts of the setup). The term dark-
field comes from the fact that the primary beam is blocked, thus the unscattered beam
is excluded from the image. Then, these 2D images corrected by the mask (Fig. 2.22d)
are summed in both dimensions in order to obtain a single value. As the detectors used
at synchrotron for this work are photons counting detectors (i.e. each pixel of the de-
tector records the number of photons), this dark-field contrast is directly related to the
number of photons scattered by the sample. Then, the single value is plotted at the
corresponding x and y positions of the scan (Fig. 2.22e). Hence, the resolution of the
dark-field images is limited by the step size between the scan points, while the resolu-
tion of each diffraction pattern is limited by the lowest and largest g value recorded.
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Figure 2.22: a) Phase contrast image of a sample composed of three cells. b) Typical detector signal of the
diffraction signal at one scan point. c) Binary mask to hide the beamstop, parasitic scattering
and gaps between the detector modules (black). d) The mask corrected detector image. e) The
pseudo-real space dark-field contrast with a step size of 1 um. f) Composite image of the region
highlighted by the red square from panel e). g Radial intensity of the average nucleus signal and
power law fit.
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Another way to represent the data is by plotting the composite image. Instead of sum-
ming the 2D image, the diffraction patterns are plotted at the corresponding scan posi-
tions. This approach highlights more intense areas and clearly differentiates isotropic
and anisotropic scattering signals (Fig. 2.22f). At this point, several strategies exist. Sim-
ilarly to the SAXS data analysis section (section 2.4.8), the azimuthal integration of the
2D detector images can be performed, either for single image or average from regions
of interest such as the nucleus. The I(g) curves are then fitted to a power law expo-
nent expression, in order to retrieve the Porod exponent, as described in section 2.4.3.
From this Porod analysis, it is also possible to represent the data by the Porod exponent,
Porod constant or Porod invariant maps. All of these parameters give access to differ-
ent structural parameters of the system. However, it should be noted that in the case
of a system such as a whole cell, this analysis has to be interpreted with care as the sys-
tem, non-particulate, is much more complex than simple monodisperse particles, for
which this theory was derived. Further development of theory and data analysis will be
discussed in specific fashion when needed in the following chapters.

2.7 Ptychography

Ptychography [44,45] is a technique first proposed by W. Hopp in 1968 in order to solve
the phase problem in the diffraction pattern, where only the intensity, the squared am-
plitude of the wave is collected on the detector and where the phase information is
lost. In order to demonstrate that the phase is by far more important to determine
structures than the amplitude, in Fig. 2.23a and b are given the portraits of J. Fourier
and A. Guinier (father of SAXS). We can Fourier transform both portraits to get the am-

Figure 2.23: Demonstration of the usefulness of the phase in the analysis of structures. a) Portrait of Joseph
Fourier [172]. b) Portrait of André Guinier [173]. c-d) Amplitudes and phases of the Fourier trans-
form of a). e-f) Amplitudes and phases of the Fourier transform of b). g-h) Reconstruction of the
portraits with switched amplitudes of panels a and b: panel e with panel d and panel ¢ with

panel f.
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plitude and phase information (Fig. 2.23c-f). Then we can switch the amplitude of the
two portraits (Fourier’s amplitude and Guinier’s phase for example) and calculate the
inverse Fourier transform (Fig. 2.23g and h). It is obvious that we can still recognise the
respective characters even with switched amplitudes.

Ptychography can be employed with different wavelike particles: X-rays, electrons
or photons, for example. However, the beam needs to be highly coherent. Ptychogra-
phy is arelatively low-dose technique compared to scanning diffraction technique and
is a high resolution real space technique. The phase can be retrieved by interfering ad-
jacent Bragg reflections coherently. Ptychography belongs to the group of technique
called coherent diffraction imaging (CDI) that are lens-less imaging techniques (sec-
tion 1.3.2). CDI techniques can reconstruct 2D and 3D structures at the nanoscale.
A resolution of 10 nm in frozen-hydrated biological sample was achieved with pty-
chography [174]. Ptychography has already shown great success on biological sam-
ples [47,60,68] were 3D structures of cells, density and structures could be resolved.

2.7.1 Theory and Image Reconstruction

The principle of ptychography is schemed in Fig. 2.24 panel a. In this example, radi-
ation is diffracted by a crystalline object that results in diffraction of so-called Airy
disks. Two of these disks are represented in panel b, where the overlapping area Z; + Z;,
allows to determine the phase shift as described in panel c. The square roots of the
measured intensities or amplitude, give the lengths of the arrows (v/T; = length of 73,
VI = length of Z, and /T + I, = length of Z; + Z,) as shown in panel c, but the phase
information is lost. However, Z; and Z, complex numbers together with Z; + Z, give
the phase information ¢, although there are two indistinguishable solutions ¢ and —¢.
Thus, from an infinite possibility of phase shift we are now reduced to only two solu-
tions.

In order to be called ptychography, the following requirements have to be met: i) an
object is illuminated by a coherent radiation that provides interfering scattered waves
on a detector where only the intensity is measured in the Fraunhofer regime, ii) a min-
imum of two shifted interference patterns is acquired in i), iii) algorithms are used
to reconstruct the phase and amplitude of the exit wave field (i.e. after the passage
through an object) and iv) for non-periodic object a great number of these patterns
are needed. Each of these points will be explained, however, the reader should refer to
refs. [44,45,47,175,176] for a more detailed description.

i) The Ptychography principle relies on coherence of the radiation. In order to re-
trieve the phase, retard or advance of the wave front, it needs to be compared to
a reference. This reference is set by the interference of two waves, thus the need
of coherence. The coherence length corresponds to the moment where two waves
of slightly different wavelengths will have the same phase. Figure 2.24 summarises
the principle of ptychography.

ii) It is obvious that we need at least two shifted solutions otherwise if the phase re-
trieval was possible with only one position, ptychography would not have been
invented at all.
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b) c)

Imaginary

Figure 2.24: a) Elementary ptychographical experimental setup in the scanning transmission electron micro-
scope (STEM) configuration. Radiation coming from the left is focused by a lens. Downstream of
the crystalline specimen, a diffraction pattern evolves. Each diffraction order is spread into a disk
corresponding to the range of incident illumination angles in the beam. b) Two diffracted disks
lying in the Fraunhofer plane (the right-hand side of a). ¢c) Phase relationship of the underlying
amplitudes of these two disks. Figure from reference [44].

iii) Several algorithms are used to reconstruct the exit wave field as well as the X-ray
beam itself. Two main algorithms are used: the ePIE (extended ptychographic iter-
ative engine) [175] and the difference map (DM) [45]. The procedure of these two
algorithms is shown in Fig. 2.25.

iv) In the case of a periodic sample, such as a crystal, it is obvious that only few pat-
terns are needed, only to cover the periodicity of the sample. But when there is no
periodicity, the full sample, in our case a cell, has to be scanned.

2.7.2 Experimental Setup at the ID13 Beamline

Ptychographic measurements were performed at the ID13 beamline as described pre-
viously in section 2.6.1. Only a few changes were made in order to adapt the setup from
the nano-diffraction measurement to the ptychography configuration. By closing the
vertical and horizontal slits the primary beam intensity was reduced to a flux of about
107 photons/s. By this procedure we could considerably increase the coherence of the
beam. The sample was positioned 1 mm out of focus in order to increase the beam
size and to reduce the number of required overlapping scan points. The detector was
placed 2.2 m away from the sample and no beamstop was used. The ptychographic re-
construction was performed using an ePIE [175] based algorithm. The GPU accelerated
C++ code was written by Robert Hoppe (TU Dresden). The illumination was initialised
from a previous reconstruction of a NTT-AT test pattern. At the sample position the
illuminating wave field is about 980 x 920 nm? FWHM in size. The diffraction patterns
were cropped to 256 pixels resulting in a pixel size of 12.76 nm for the reconstructed
images.
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2.8 Comparison of the Different Setups

All four setups, i) the Kratky camera, ii) P10, iii) ID13 micro-hutch and iv) ID13 nano-
hutch, have an operation energy in the hard X-ray regime. As shown in Fig. 2.2, the
energy of the X-ray beam is highly important as the first interaction processes (e.g. pho-
toelectric effect, inelastic or elastic scattering) are highly energy dependent. Owing to
the energy in the hard X-ray regime the sample can be thicker than for soft X-rays, thus
we can use whole cells, or capillaries of 1.5 mm diameter. Hence, sample preparation
such as sectioning or slicing is not needed, therefore considerably reducing the possi-
bility of sample artefacts.

Synchrotrons are much more powerful than the Kratky camera by many orders of
magnitude in number of photons. Synchrotrons also provide small focused beams to
a few hundred nanometres in both directions, while lab sources are currently limited
to micron size sources in the best cases. But the great advantage of such a Kratky cam-
era compared to synchrotrons is its availability and price (about 80,000 €). Indeed, the
possibility to perform measurements anytime, 24/7 makes this setup very useful. Syn-
chrotron experiments need to be planned about 9 months before the beamtime is allo-
cated (proposal writing, submission, acceptance and scheduled).

When comparing the nano-beam setups, P10 and the ID13 nano-hutch, we can see
that the energy differs by a factor of two, hence, the primary interaction processes and
probabilities are different (see Fig. 2.2). It is possible to say that for a given sample, the
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Figure 2.25: Iterative process of the two commonly used ptychography algorithm ePIE and DM. a) Represen-
tation of an ePIE algorithm, this code is updated in sequence therefore an iteration is completed
when this loop has been passed for each position. b) Representation of the DM algorithm, the al-
gorithm follows similar steps to the ePIE but updates in parallel. Figures from reference [177] and
adapted from [175,178].
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scattering or diffraction information might be different. In terms of flux, PETRA III is
one of the most brilliant synchrotrons. But brilliance and too many photons are not
always a good thing, as it implies a greater dose and more radiation damage as to be
considered.

To conclude this chapter, the choice of a setup to conduct experiments is not easy
and the experimenter always has to know the advantages and drawbacks of the specific
setup, the needs and possibilities are highly dependent on the setup.






Chapter 3

Assembly of Simple Epithelial
Keratin Filaments: Deciphering
the Ion Dependence in Filament
Organization

There is no result in nature without a cause; understand the
cause and you will have no need of the experiment.

— Leonardo da Vinci, The Notebooks of Leonardo da Vinci

This chapter has been published as Assembly of Simple Epithelial Keratin Filaments:
Deciphering the Ion Dependence in Filament Organization. Hémonnot et al. Biomacro-
molecules 16, 2015 [105], and reproduced in this dissertation with permission and un-
der copyright (2015) of the American Chemical Society.

Contribution to the article: Protein was isolated by Monika Mauermann. I have dial-
ysed and prepared the protein and buffers for the experiments. I have assembled the
samples and conducted the experiments. I have optimised the setup for the experi-
ments (alignment of the optics and beam path, wrote acquisition functions). I have per-
formed the data analysis and wrote Matlab scripts. The TEM measurements were per-
formed by Monika Mauermann and Harald Herrmann. I have written the first draft ver-
sion of the manuscript and made the figures 1, 2e-f, 3, 4, 5, 6, S1 and S2. The manuscript
was then iteratively modified and improved by Sarah Koster, Harald Herrmann and my-
self.
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ABSTRACT: The intermediate filament proteins keratin K8
and K18 constitute an essential part of the cytoskeleton in
simple epithelial cell layers, structurally enforcing their
mechanical resistance. K8/K18 heterodimers form extended
filaments and higher-order structures including bundles and
networks that bind to cell junctions. We study the assembly of
these proteins in the presence of monovalent or divalent ions
by small-angle X-ray scattering. We find that both ion species
cause an increase of the filament diameter when their
concentration is increased; albeit, much higher values are
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needed for the monovalent compared to the divalent ions for the same effect. Bundling occurs also for monovalent ions and at
comparatively low concentrations of divalent ions, very different from vimentin intermediate filaments, a fibroblast-specific
cytoskeleton component. We explain these differences by variations in charge and hydrophobicity patterns of the proteins. These
differences may reflect the respective physiological situation in stationary cell layers versus single migrating fibroblasts.

H INTRODUCTION

Intermediate filament (IF) proteins of the keratin-type form
filaments that are major constituents of the most versatile and
abundant biomaterials found in nature such as wool, claws,
feathers, and baleen.' In man, keratins are encoded by
altogether 54 genes within a multigene family of about 70 IF
genes in total.” The individual IF proteins harbor an extended
central a-helical “rod” domain with a highly conserved
structural organization, although the primary amino acid
sequence varies considerably.” > The rod is flancked by
unstructured “head” and “tail” regions. The total IF protein
family may be grouped according to sequence similarity into
five sequence homology classes (SHCs), where SHC 1 and
SHC 2 define two types of keratins, that is, “acidic” or type I
and “basic” or type II, reflecting their overall electric charge.
Moreover, the proteins within each group are highly sequence-
related, but when members of the two classes are compared,
they are less than 50% identical. Keratins form obligate
heterodimers from one type I and one type II molecule each.
Members of the other three classes mostly form homo-
oligomers. However, also type III proteins, including the
muscle-specific desmin and the fibroblast-specific vimentin, are
able to form copolymers despite of significant sequence
divergence. Similarly, the type IV neuronal IF proteins can
assemble both into homo- and hetero-oligomers, although
some of the more complex proteins such as nestin and synemin
need a partner for assembly.” Type V nuclear IF proteins, the
lamins, follow distinctly different rules.

Like all IF proteins, keratins organize into a parallel left-
handed coiled coil. Two coiled coils associate antiparallel and

A\ 4 ACS Publications  © 2015 American Chemical Society 3313

half-staggered into a tetrameric complex that is the principal
unit for filament assembly. Depending on the ionic conditions,
a certain number of tetramers can laterally associate into full-
width, “unit-length” filaments (ULFs) that over time
longitudinally anneal to yield long, flexible filaments with a
persistence length L, between 0.3 and 0.65 ym, depending on
the type of measurement, and in any case lower than that of the
other two cytoskeletal systems of metazoan cells, that is, actin
filaments and microtubules.* For a sketch of the assembly
pathway, see Figure 1.

Because of the great sequence variation of the individual
keratins, filaments with highly different properties are formed in
a cell type-specific manner. Keratins are specifically expressed in
epithelial tissues.” According to exquisitely regulated programs
of embryonic development, individual keratin pairs are
eventually engaged in the generation of elastic appendages
such as hair, or they constitute a pivotal part of the
cytoskeleton, thus determining the functional properties of
epithelial cell structure. Simple epithelia, which cover our most
important organs such as lung and intestine, express the type I
keratin K18 together with the type II keratin K8. Their major
role seems to be that of a mechanical and physiological “stress
absorber”. Moreover, as mutations in IF genes give rise to or
are connected with a plethora of human diseases, it is of high
importance to reveal the basic biophysical and biochemical
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Figure 1. Sketch of the hierarchical assembly process of keratin IFs as described in the text. (a) Formation of heterodimers K8/K18 is followed by
(b) lateral association into tetrameters. (c) Four tetramers form a ULF and (d) several ULFs anneal longitudinally into ym long 10 nm diameter

filaments.

properties of IFs in general and in particular those expressed in
simple epithelia.7'8

Here, we have used small-angle X-ray scattering (SAXS) to
investigate the influence of monovalent potassium (K*) and
divalent magnesium (Mg?*) ions on human keratin K8 and K18
assembly. Interestingly, both ion species affect the protein
filaments in a very similar way, which is in striking contrast to
vimentin IFs.” By modeling the filaments as a core cylinder
decorated with Gaussian chains, we monitor changes in
filament radius and build-up in dependence of the ion
concentrations and are able to localize the ions on the
filaments. We explain these processes and in particular the
differences to the structurally similar vimentin IFs by taking
into account both electrostatic and hydrophobic interactions
within and between the filaments.

B EXPERIMENTAL SECTION

Protein Purification and Reconstitution. Human keratin K8
and K18 proteins were isolated from bacteria transformed with the
coresponding ¢cDNAs cloned into pET24 prokaryotic expression
plasmids and purified as described in ref 10. Proteins stored at —80 °C
in 8 M urea were reconstituted as equimolar mixtures of K8 and K18
by a series of dialysis steps into 2 mM Tris, pH 9, reducing the urea
concentration from 8 M via 6, 4, and 2 M to 0 M urea at room
temperature (RT). Each dialysis step was for 20 min, and the
procedure was followed by overnight dialysis against 2 mM Tris, pH
9.0 at 10 °C; because of the temperature sensitivity of Tris-buffer, the
pH at this temperature is ~9.2. Prior to the start of assembly
experiments, the protein solution was dialyzed for 20 min into
previously degassed buffer. All dialysis steps were performed using
membranes with 2S5 kDa cutoff (Spectrum Laboratories, Rancho
Dominguez, CA, USA). The protein concentration was determined by
measuring the absorption at 280 nm (Nanodrop ND-1000,
ThermoScientific Technologies, Wilmington, DE, USA).

Sample Preparation for SAXS Experiments. After dialysis, the
concentration of the protein was adjusted to about 1 g/L, and samples
were stored at 4 °C until use. To keep the protein concentration high,
10-fold concentrated assembly start buffers were employed to initiate
the assembly. They consisted of 82 mM Tris buffer, pH 7.5, and 10-
times the desired end concentration of KCl or MgCl,, respectively.
The pH was adjusted again after the addition of the salt. The assembly
reaction was started at 4 °C to slow down the assembly process. This
practice allowed us to fill the solution with growing filaments into
quartz glass capillaries of diameter 1.5 mm and wall thickness 0.01 mm
(Hilgenberg, Malsfeld, Germany), whereas at RT, assembly and
network formation of the filaments is so fast that a controlled and
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homogeneous filling of the capillaries is not possible. When measured
at 4 °C, the pH of the protein solution without assembly start buffer
was 9.4, and the one of the assembly start buffers was 8. After the start
of assembly, the pH value in the assembly system was 8.2 at 4 °C and
decreased to pH 7.8 at RT.

Unless otherwise stated, all chemicals were obtained from Carl Roth
(Karlsruhe, Germany) and used without any further purification. Filled
capillaries were sealed with wax and centrifuged for $ min at 1500 rpm
in an Eppendorf centrifuge 5810 R (Eppendorf, Hamburg, Germany)
at RT to remove air bubbles and large particles. To reduce the impact
of the capillary variability with respect to diameter and wall thickness,
the identical capillary was used both for the background measurement,
filled with assembly start buffer, and successively for the measurement
with the corresponding protein solution.

SAXS Measurements and Data Analysis. SAXS measurements
were performed using a Hecus S3-MICROpix camera system, SWAXS
version (Hecus X-ray Systems, Graz, Austria) equipped with an
iMOXS (IfG, Berlin, Germany) X-ray source delivering a photon
fluence of about 5 X 10" ph s™'m™ at S0 kV and 600 pA. We
employed point focus collimating optics (FOX 3D CU 12- INF
Xenocs, Sassenage, France) to focus the beam to 1.I X 1.5 mm?
followed by a Kratky collimation,' > consisting of a horizontal slit of
200 pm and a vertical slit of 1 mm.

The scattering signal of the samples was recorded at a sample-to-
detector distance of 27.5 cm using a single photon counting pixel
detector Pilatus 100 K (487 X 195 pixels, pixel size 172 X 172 ym?
Dectris, Baden, Switzerland) at a wavelength of 4 = 1.54 A (Cu K,
radiation). A 2 mm tungsten beam stop was used to block the primary
beam and the parasitic scattering from the Kratky collimation and slits,
resulting in a detection of half of the scattering signal on the detector.

For data analysis, the azimuthally integrated radial intensity was
plotted against the magnitude of the scattering vector:

4

q f sin(0) 1)
where 26 is the scattering angle. With the setup used, the accessible g-
range is about [0.12, 5.70] nm™" with some of the higher g-values (>3
nm™') subject to a decreasing signal-to-noise level. This g-range
corresponds to real-space length scales between 2 and 50 nm, thus
capturing the relevant length scales of the keratin filaments. Because of
the comparably low concentration of protein and use of an in-house
setup, each sample was exposed for 24 h and divided into individual
exposures of 10 min to control for radiation damage. Note that the
quality of the SAXS curves is comparable to synchrotron data recorded
for vimentin IFs at DORIS, DESY, Ha.mburg.9

Prior to measurements of protein samples, the capillaries were
characterized to obtain the actual diameter and wall thickness, as these
values vary considerably between the individual capillaries. The
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transmission of the empty capillary and the transmission of a know
solution (in our case water) were recorded, which allowed us to
estimate a scaling factor (SF)."*™'> The SF, as well as additional
correction factors taking into account exposure time, transmission, and
sample thickness, was applied, leading to intensity curves in units of
cm™'. Finally, all curves were normalized by their respective
concentration of protein. The scattering intensity was plotted against
the scattering vector q using MATLAB R2009b (The MathWorks,
Inc., Natick, MA, USA).

Data analysis was performed using the software packages
PRIMUS'® and GNOM.'®"” PRIMUS allows the use of Guinier’s
approximation for elongated objects of length L, that is,"®

Lz N _qucz
Iq) = qI(O) P[ 2 ] @

to retrieve the particle shape and overall size through the radius of
gyration of the cross-section R, using the low g-values. GNOM is a
package from the ATSAS program suite for small angle scattering data
analysis for biological macromolecules, developed by the European
Molecular Biology Laboratory (EMBL, Hamburg). It is an automated
fitting routine that requires the intensitiy values at the respective
scattering vectors and corresponding errors as inputs. In practice, a
pair distance distribution function (pddf) is estimated within the user
supplied D,,,,, then the Fourier transform is computed and compared
to the experimental intensity signal. For the calculation of the pddf, the
system is assumed to be monodisperse cylinders. Thus, GNOM uses
the full g-range to estimate the cross-sectional pddf p.(r). The pddf
can be interpreted as the distribution of distances between pairs of
scatterers within the particle. R, can be directly calculated from the
pddf:

_ /pc(r)rZ dr
2/pc(r) dr 3)

In a second step, we fitted the data to a polydisperse cylindrical
model'®™** supplemented with a corona of Gaussian chains, which
take into account the tail domains of the protein. This model was
recently developed and used by our group for the case of vimentin
IFs.”

Sample Preparation for Transmission Electron Microscopy
(TEM) Experiments. Heterotetramers of keratin K8 and K18 were
reconstituted into 2 mM Tris-HCl, pH 9.0 at RT. At low protein
concentration (0.15 g/L), essentially tetrameric complexes were
obtained as revealed by analytical ultracentrifugation; at higher protein
concentration (0.7 g/L), a slight shift of the s-values was observed
indicating that some transient interaction of the tetramers, laterally or
longitudinally, started to take place.”® Filament assembly was initiated
at either low salt conditions or at high salt conditions. For low salt
conditions, an equal volume of assembly start buffer (18 mM Tris-
HCI, pH 7.3 at RT) was added to the protein (0.2 g/L) reconstituted
into 2 mM Tris, pH 9.0 at RT. To slow down the first phase of
assembly, the reaction was started after the samples had been
equilibrated on ice. After initiation of assembly, the samples were
brought to RT to facilitate proper assembly. In a parallel experiment,
this cooling step was omitted to assess the effect of starting assembly at
low temperature. For high salt conditions, assembly was initiated by
addition of an equal volume of high salt assembly start buffer (18 mM
Tris-HC], pH 7.2, 2 mM MgCl,, 200 mM KCI) at RT. Assembly was
for 1 h. Structures formed were negatively stained and analyzed by
TEM as described previously.” Briefly, samples were fixed by addition
of an equal volume of freshly prepared 0.2% glutaraldehyde in
assembly buffer before application to a glow-discharged carbon-coated
electron microscopy (EM) grid. Staining was performed with a 2%
solution of uranyl acetate in water for 15 s.

Differential Interference Contrast Microscopy. Differential
interference contrast microscopy images were acquired using an
Olympus (Hamburg, Germany) IX81 inverted microscope equipped
with a 20X, 0.5 NA objective. The protein was dialyzed as described
earlier. The protein was assembled on Topas (TOPAS Advanced
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Polymers GmbH, Frankfurt, Germany) films (thickness of 175 ym) by
a droplet fusion technique as described in ref 24. Briefly, a droplet of
protein solution was placed on one film, and a second drop of
assembly start buffer (containing, e.g, KCl or MgCl, at different
concentrations) was deposited on another window. The two droplets
were then merged by bringing the windows in contact.

Bl RESULTS

Direct Imaging of Keratin Filaments. At physiological
temperature and under physiological ionic strength conditions,
human keratins form huge networks in a matter of seconds.**
The resulting gels are highly viscous and cannot be handled by
standard pipetting devices. Therefore, for the intended SAXS
experiments, we decided to start the assembly reaction at low
temperature, that is, 4 °C, where assembly is indeed slow
enough to transfer the solution of assembling proteins into a
suitable capillary without forming plugs. By warming the
capillary up to RT, the assembly speeds up, and filament
networks form indistinguishably from those that were
assembled directly at RT without a cooling step (Figure
2a,b). The impact of the ionic strength was further documented
by assembly reactions at normal cellular ionic strength, that is,
100 mM potassium chloride with 1 mM magnesium chloride
(Figure 2c,d). Here, the electron microscopic observation
immediately visualizes a high degree of ordered bundle
formation, in particular in the overview (Figure 2c); in a
detailed view, it becomes clear that individual filaments laterally
associate into organized and flexible fibrillar strands (Figure
2d). These bundles can become rather thick and may even be
visualized by differential interference contrast (DIC) micros-
copy (see Figure 2e/f).

Structural Investigations by SAXS. TEM is a powerful
method to obtain real-space images of keratin filaments with
nanometer resolution. However, internal structures cannot be
resolved with EM. Therefore, we complement the TEM data
discussed earlier by SAXS measurements of keratin assembled
in the presence of different concentrations of monovalent K*
and divalent Mg®* ions. SAXS is a suitable technique to
investigate the internal buildup of filaments. A SAXS signal I(q)
can be written as'®**

’ 4)

where p(r) is the electron density distribution of the measured
object. Its Fourier transform can be written as the product of
the form factor F(q) and the structure factor S(q). For dilute
solutions, where the particles are far apart, S(q) = 1.
Furthermore, the pddf may be calculated from I(g). For rod-
like dilute systems,

2
w Jlar)
=2l p()o—d
fo o q (s)

where Jo(gr) is the first-order Bessel function of first kind and L
the length of the rod-like particle. The low g-region in the I(q)
o g~ curve denotes the so-called Guinier regime, as shown in
Figure 3, panel a, where the shape of the particles can be
determined. A value of a = 0 is characteristic of a sphere, a = 1
is characteristic of a cylinder, and a = 2 is characteristic of a flat
disk. By analyzing the Guinier regime, corresponding to
gR_< V2, our data (see Figure 3a for an example) yield an

1) | [ o af =

I(q) = |F(q)

exponent of a = 0.87 for the example shown, which confirms
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Figure 2. Formation of filaments and bundles by keratin K8/K18. (a)
Electron micrographs of keratin filaments whose assemblies were
started at 4 °C and low salt conditions, that is, the final buffer
condition was 10 mM Tris, pH 7.5; (b) assembly was as in panel a but
without the cooling step before initiation of assembly; (c, d) assembly
under high salt conditions at RT, that is, the final buffer condition was
10 mM Tris, pH 7.5, 100 mM KCl, and 1 mM MgCl,; (c) low and (d)
high magnification. (e) Bundle formation visualized by DIC
microscopy: keratin assembled at RT in the presence of 10 mM
Tris, pH 7.5, and 100 mM KCl and (f) 10 mM Tris, pH 7.5, and 1 mM
MgCl,; the protein concentration was: (a—d) 0.1 g/L, (e, f) 1 g/L;
scale bars in panels a—d correspond to S00 nm, and in panels e and f
to 25 pm.

the assumption of rod-like particles as retrieved from TEM
studies.

Filaments in the Presence of KCl. Figure 4, panel a shows
the azimuthally integrated SAXS signal I(gq) for keratin
assembled in the presence of different concentrations of KCI.
Forg>1 nm™, all curves overlay and reach the noise level for
g >3 nm™". We observe that the signal acquired in the presence
of 100 mM KCl is significantly lower than the other data
curves. In fact, after this measurement, a white precipitate was
present at the bottom of the capillary. Thus, we conclude that
upon this amount of salt, most of the protein aggregates into
macroscopic structures, and therefore the local concentration of
protein in the remainder of the capillary is much lower than
expected. Nevertheless, this data set is still valid, especially the
slope and the photon statistics in the lower g-values remain
exploitable.

Upon addition of the assembly start buffer (orange squares),
we observe an increase of the scattering signal at low g-values
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and a distinct change of the curve shape with respect to the
tetrameric keratin (red circles). The forward scattering I(g = 0)
is directly related to the molecular weight of the probed
sa.mple.18 From analysis of the data using the GNOM package,
we obtain an extrapolated forward scattering for keratin
tetramers of about 25 X 1072 cm™! g_’ L, which increases to
43 X 107 cm™" g™ L upon addition of assembly start buffer.
I(0) remains approximately constant upon addition of up to 15
mM KCl. When adding even more KCI, it increases to 106 X
1072 cm™ g_l L. Accordingly, the molecular weight of the
assembled keratin increases with increasing KCI concentration.
In addition to the increased signal at low g, the curves become
steeper, indicating an increase in filament diameter.

Furthermore, the modulations of the signal can be observed,
which presumably correspond to the oscillating part of the form
factor (see the blue Scc curve in the inset of Figure 3b). The
first kink of the signal at about 0.9 nm™" moves slightly toward
smaller g-values with higher KCI concentrations corroborating
the fact that the diameter of the rod-like particle is increasing.
Interestingly, the kinks, which are characteristic of cylinder-
shaped particles, are less pronounced than what we observed
previously in vimentin data recorded at a synchrotron X-ray
source.” There are at least three explanations for this difference:
(i) keratin has two-times fewer monomers per filament cross-
section than vimentin, corresponding to half the electron
density, (i) the total number of incident photons was higher
for the synchrotron experiment than for the present in-house
study, and (jii) the concentration was about four-times higher
for vimentin, which further decreases the signal-to-noise-ratio.
Of course, the less distinct kinks could also hint at a higher
polydispersity of the keratin sample compared to vimentin.

The cross-sectional pddfs p.(r) shown in Figure 4, panel b
computed with the software GNOM confirm the results of an
increasing radius of the assembled filaments with increasing
KCL concentration. The maximum of the curves shifts to
higher values of increasing KCI concentration. The maximum
of the pddf is related to R. as defined in eq 3. For example, the
radius of gyration of keratin assembled in the presence of S mM
KCl is R, = 3.5 nm, whereas in the presence of 30 mM KCl, it
increases to R, = 4.2 nm. We found filaments of about 4—5 nm
radius, which is clearly in the expected range from TEM
experiments.”® Additionally, the pddfs broaden and the
maximum distance of contributing scatterers D, increases
with increasing KCl concentration. For example, D,,,, = 14.5
nm for S mM KCl and D,,,, = 19.3 nm for 30 mM KCI. The
observed oscillations in the pddf close to D, are due to the
lower statistics in the signal at higher g-values (typically q > 2
nm™"). Moreover, the tetrameric part in the solution does not
entirely disappear when adding the assembly start buffer and
remains visible in the pddfs as a small shoulder at small values
of r.

Filaments in the Presence of MgCl, The most striking
result for the assembly of keratin in the presence of MgCl, is
the strong similarity to the measurements employing KCI. For
MgCl,, as well, we find an increase in the scattering signal at
small g accompanied by a change of the slope of the scattering
curve (see Figure Sa). The exact values differ from what we
recorded for KCI. Thus, in the case of MgCl,, we also observe
an increase in both molecular weight, as derived from the
increase in scattering at g = 0, and in thickness of the filaments,
as seen in the steepening of the curves at low g.

The pddfs (see Figure Sb) confirm the picture that the
behavior of keratin in the presence of KCl and MgCl,
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Figure 3. (a) Guinier plot of SAXS signal (blue circles; with 30 mM KCI) and the corresponding Guinier fit (orange line) showing a power law
exponent close to —1 (see black solid line for comparison), corresponding to cylinder-shaped particles. (b) Typical SAXS signal (blue circles); same
data as in panel b and example fit (orange line) with the model from panel c. Inset represents the decomposition of the fit according to eq 6. (c)
Radial electron density p, of the proposed model for keratin IFs. The light blue part corresponds to the core cylinder of radius R, and the dark blue
part represents the flexible chains forming a corona of Gaussian chains with radius of gyration Rg. . and fj; are the scattering intensities from the
corona and the core cylinder, respectively. Note that they are proportional to the electron density but not as directly as indicated here. The total
electron density is shown by the red line. Adapted from Figure 4, panel b of ref 9.
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Figure 4. (a) SAXS signal for keratin filaments assembled in the
presence of KCI at different concentrations. Red, tetramers in the
presence of 2 mM Tris, pH 9 at RT; orange, assembled with 10 mM
Tris, pH 7.5 at RT; all other data, assembled in the presence of 10 mM
Tris, pH 7.5 at RT and increasing concentrations of KCL (b)
Corresponding pddfs of the cross-section p.(r) assuming mono-
disperse rod-like particles. Both figures share the same legend.

3317

Figure S. (a) SAXS signal for keratin filaments assembled in the
presence of MgCl, at different concentrations. Red, tetramers in the
presence of 2 mM Tris, pH 9 at RT; orange, assembled with 10 mM
Tris, pH 7.5 at RT; all other data, assembled in the presence of 10 mM
Tris, pH 7.5 at RT and increasing concentrations of MgCl,. (b)
Corresponding pddfs of the cross-section p.(r) assuming mono-
disperse rod-like particles. Both figures share the same legend.
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presence of KCI and (d) MgCl,.

resembles strongly, including a shift of the maximum toward
larger values, a broadening of the peak and an increase of the
maximal distance D,,,, when increasing the salt concentration.
For the highest salt concentration, we see precipitation of the
protein and thus reduced solution concentration.

In summary, the scattering curves of assembled keratin
filaments in the presence of KCI or MgCl, look very similar: in
both cases, increasing the ionic concentration increases the
diameter of the filaments and their molecular weight. However,
one should note that the employed MgCl, concentrations are
much smaller than the KCI concentrations. If one used MgCl,
concentrations in the several mM range, the protein would
aggregate and thus preclude solution SAXS measurements.
Even when considering the bulk ionic strength instead of the
concentration, this difference persists. However, instead of the
bulk jonic strength or concentrations, more complex effects
such as counterion condensation must be accounted for, which
lead to locally increased concentrations. Furthermore, the
notion of perfectly monodisperse cylinder-shaped particles is
naive, and we describe the filaments by a more sophisticated
model as explained in the following paragraph.

Modeling of Keratin Filaments. As discussed in the previous
paragraph, we observe an increase of the filament diameter
when increasing the concentration of ions. However, contrary
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to our above simplified assumption, keratin is not a simple rod-
like particle but a more complex object. Thus, a more
sophisticated model has to be assumed to precisely fit the
SAXS data. Moreover, the theoretical monodispersity of the
keratin filaments in the sample is an oversimplification as seen
in I(q) and in the pddfs (Figures 4 and S). Polydispersity is
reflected in the pddfs either by several local maxima or, as in
our case, by a broadened peak. We therefore model the electron
density of keratin filaments as a solid “core” cylinder of
constant radius R and a Gaussian “corona” of flexible chains
with radius of gyration Rg distributed on the lateral surface of
the cylinder (see Figure 1d) and corresponding to the tail
domains, see Figure 3, panel c. We employ Gaussian chains
here because the tail domains are best characterized as
disordered, random chains.”® Note that this model includes
two main structural features of keratin filaments: (i) in cross-
section, they exhibit a small but significant “hollow core”, and
(ii) their surface is densely decorated with flexible chains that
may behave like a polymer brush. This concept provides a
reasonable first step to arrive at a more refined model of the
keratin filament that would incorporate the head and tail
explicitly. We define /3 as the scattering from the core and f. as
the scatterin§ from the corona. As established in the
literature,”'* > the scattering form factor of keratin filaments
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can be written as (note that there is a typing error in the
expression given in ref 9)

F(q) = BIE(q) + A°E(q) +2bS.(9) + b’S.(@)] (o)
where & 2 is the total scattering from the filament core per

length, F,(q) is the normalized self-correlation term for a
filament of radius R, A is the average distance between Gaussian

B
chains, b = % is the ratio of scattering from the corona to the

scattering from the core, F.(q) is the scattering term of a single
Gaussian chain with radius of gyration Ry as developed by
Debye,”” S.(q) is the cross term between the core of the
corona and the chains, and S..(q) is the scattering between
different chains in the corona. Here, the following assumptions
have been applied: (i) the Gaussian chains are localized at the
rod surface, (ii) the number of Gaussian chains corresponds to
16 monomers per ULF length (about 43 nm), thus A = 2.69
nm, (iii) the standard deviation of the filament thickness
distribution is estimated to 17.02% of the average radius,”* and
(iv) the persistence length of keratin is much larger than the
length scale accessible by SAXS, which corresponds to about 60
nm. In addition to the geometric and scattering parameters, this
model is able to distinguish between the contribution to the
scattering by the core and by the corona. Figure 3, panel b
shows an example of a fit to the data curve for keratin
assembled in the presence of 30 mM KCl. More examples for
different salt conditions are presented in the Supporting
Information.

Figure 6 presents the evolution of the four free fit parameters
in dependence of increasing ion concentrations. The error bars
represent the asymptotic standard parameter error as derived
from the Levenberg—Marquardt method for nonlinear least-
squares curve-fitting problems. The values for measurements on
tetrameric keratin are also included in the plot. For both KCI
and MgCl,, the radius R of the core cylinder as well as the
radius of gyration R of the Gaussian chains increases while the
ion concentration increases. In both cases, the evolution of R as
a function of the ion concentration follows a linear trend. We
note, however, that in the case of added KCl (Figure 6a), the
changes are very small. To test for the stability of the
multiparameter fit, we fitted the data again using an average
value for R of 4.1 nm. This cross-check shows that the
remaining three fit parameters follow a very similar trend to
what is shown here (see Supporting Information). As expected
from the pddfs, this model also demonstrates that filaments in
the presence of MgCl, are slightly thicker than for KCI,
although this effect is small. Surprisingly, and different from
vimentin filaments,” the overall behavior of keratin in the
presence of either one of the two ion species is very similar,
albeit the employed concentrations of MgCl, are much lower
than for KCI. Figure 6, panels ¢ and d show the fit results for
the scattering from the core of the filament f (red squares) and
the ratio of the scattering from the corona and the core b (blue
circles). The values of b follow the same trend as the ones for
R, that is, they first increase with increasing ion concentration
and then saturate. The values for f are first constant and then
increase for ion concentrations higher than 25 mM KCl and 0.5
mM MgCl,, respectively. We interpret these data as an
accumulation of the ions in the Gaussian chains up to a
saturation concentration of about 25 mM KCl or 0.5 mM
MgCl,, respectively, and at even higher ion concentration, the
scattering from the core becomes more influential. Interest-
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ingly, the accumulation of KCI in the chains was not observed
for vimentin.”

B DISCUSSION

Our SAXS experiments on keratin assembled in the presence of
different concentrations of KCl and MgCl, reveal that the
filaments grow thicker at higher ion concentrations. We find
this result consistently whether we model the data as
monodisperse rod-shaped particles using the GNOM package
or in a more sophisticated way using a model, which combines
a solid core cylinder and a corona of Gaussian chains situated
on the lateral surface of the cylinder. For this more precise
model, the radius of gyration of the Gaussian chains Rg
increases strongly between 0 and about 25 mM KClI or 0.5
mM MgCl,, respectively, and then remains constant for even
higher ion concentrations. By contrast, the radius of the core
increases linearly with increasing ion concentration, and this
effect is slightly stronger for MgCl, than for KCL

The absolute numerical values of R and R lie very well in
the expected range, but direct comparisons to TEM data should
be performed with care. TEM probes the surface of the
filaments and also implies extensive sample preparation
including fixation and staining. Scanning transmission electron
microscopy (STEM) is less invasive, and here precise mass data
have been obtained in a segmental manner along filaments,
although systematic studies on the impact of the ionic
conditions on filament organization have not been per-
formed.”*™*° By contrary, SAXS data are taken on proteins in
solution and probe the inner structure of the objects as well. In
any case, the change of R and Rg with varying ion
concentrations is very clearly shown by our data.

Apart from these geometric insights, we can separate the rod
contribution to the scattering by looking at the parameter ff and
the contribution of the Gaussian chains by looking at the
parameter b. We observe that the scattering form the Gaussian
chains follows the course of their radius of gyration and thus
hints at an accumulation of the added ions in the chains. The
value for f# only starts to increase after that for b is already
saturated.

The number of published studies on keratin assembly and
bundling as a result of the presence of ions is sparse. Early on,
Sakamoto and colleagues have performed light scattering
experiments on rat epidermal keratin IFs, and they induced
the assembly by monovalent, divalent, and trivalent ions.”"
Interestingly, they did not find any influence of monovalent K*
or Na* ions, whereas multivalent ions such as Ca**, Mg?*, Zn®",
and Gd*" led to aggregation or bundling. In our experiments,
we do, by contrast, observe a very similar effect for K* and for
Mg®*. However, it should be noted that there may be
differences in the behavior of rat and human keratin, although
their primary amino acids are rather similar; moreover, these
authors employed quite different assembly conditions than we
did in our study, and this is probably more important for the
differences in the outcome of the two studies.

All cytoplasmic IF proteins share a common secondary
structure and follow the same principles in the assembly
process as in a first step tetramers laterally associate to form
full-width, unit-length filaments.>* Despite that common
behavior, they significantly differ in their primary amino acid
sequences.”” It is therefore of particular interest to understand,
on the one hand, common traits among the members of this
large protein family and, on the other hand, to reveal the
sequence motifs that cause these differences. There is quite
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some evidence from the literature that vimentin, which is a type
III IF, and keratins, which comprise the type I and II IFs,
behave quite differently in the presence of ions. Although in the
case of vimentin, about 10 mM Mg2+ are needed for bundling
and aggregation,®>™° for keratin, the threshold is about one
order of magnitude lower. However, also for keratins, huge
differences in the assembly properties have been observed
depending on which “pair” was examined.’* In a different
scenario, keratin assembly was studied by microrheology in the
presence of different concentrations of Mg“.‘w The authors
found two regimes: at concentrations of Mg** < 1 mM mostly
separate, individual filaments were formed, whereas at
concentrations, >1 mM filaments formed mainly bundles.
Keratin bundles formed at 1 mM Mg** were also directly
visualized by confocal microscopy and EM.>* Our finding that
at a Mg?* concentration of 1.25 mM the SAXS signal drops due
to precipitation of the aggregated protein, which leads to a
lower solution concentration, is actually very much in line with
these published results. Moreover, we find a similar crossover
for K¥, which occurs at 25 mM.

The macrorheology studies on keratin by Pawelzyk at al.***’
give rise to a possible explanation for these striking differences
in the influence of ions on vimentin and keratin IFs. The linear
charge density of keratin is —3.2 ¢/nm and thus much lower
than for vimentin (—14 e/nm). Therefore, the ion concen-
trations needed to screen these charges are lower as well.
Additionally, the relative hydrophobicity of K8 (17.9) and K18
(19.0) monomers is higher than for vimentin monomers
(15.5). When electrostatic repulsion forces are screened by
solution ions, other short ranged forces such as attractive
hydrophobic or van der Waals attractions come into play and
lead to filament-filament attraction.*”*" Similar bundling events
were observed for desmin, which like vimentin belongs to the
type III IFs,* in the presence of 50 mM NaCl. In contrast,
vimentin did not bundle under these conditions, not even at
higher salt concentrations such as 160 mM NaCL>*
Interestingly, desmin IFs have a linear charge density of —6
e/nm and a relative hydrophobicity of 17.0 per monomer, and
these values are close to the ones for keratin. Thus, we would
like to suggest that a comparably low negative charge combined
with a high relative hydrophobicity will promote bundling of
the filaments at lower concentration and valencies of ions. We
hypothesize three ion concentration regimes for keratin K8/
K18: (i) for low concentrations (<20 mM KCI or <0.5 mM
MgCl,), electrostatic repulsion between the filaments domi-
nate; (ii) for intermediate concentrations (20 mM KCl < [KCl]
< 50 mM KCl or 0.5 mM MgCl,< [MgCL] < 1 mM MgCl,),
electrostatic and hydrophobic forces are approximately in
balance and bundling begins; (iii) for high concentrations (>50
mM KCl or >1 mM MgCl,), the filament charge is completely
screened by the ions, and the interaction is governed by the
attractive hydrophobic effect leading to the formation of large
aggregates consisting of individual filaments.

In addition to shape and size of scatterers, our SAXS analysis
reveals information about the scattering of the different parts of
the filaments. By modeling the IF as a solid core cylinder
surrounded by a corona of Gaussian chains and assigning one
fit parameter to each of them, we learn how the added ions
influence the core and the corona, respectively. For vimentin
filaments, which we previously studied,” we found that Mg**
ions locally accumulate in intrinsically disordered regions,
which form the Gaussian corona, but not the K ions. By
contrast, we here observe that both studied ion species affect
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the keratin assembly in a very similar way with the difference
that much lower Mg?* concentrations than K* are needed to
achieve the same effect. This result supports our above
hypothesis that the differences in linear charge density and in
relative hydrophobicity account for the specific behavior of
vimentin, desmin, and keratin IFs.

Bl CONCLUSIONS

When investigating the influence of monovalent and divalent
ions on the assembly of keratin K8/K18 by SAXS, we find a
similar assembly behavior for both ions. However, the increase
in filament diameter with increasing ion concentrations is
observed at much lower concentrations for the divalent ions.
This similar behavior for both ion species is in distinct contrast
to the filaments assembled from the intermediate filament
protein vimentin, which is characteristically found in fibroblasts.
We explain these differences to be caused by variations in
charge and hydrophobicity patterns of the respective coiled-coil
dimers. Moreover, these differences may reflect the respective
physiological situation and the need for unique filament types
in stationary cell layers, that is, bundles, versus single migrating
fibroblasts, that is, individual filaments. The magnesium
concentrations we have employed in our experiments are
higher than what is usually found in livings cells. However, the
accumulations in the proximity of charged biopolymers may
lead to locally increased concentrations, which in turn may
cause, at least in part and in cooperation with IF-associated
proteins, effects similar to those we have discussed in this study.
Thus, cells may be able to locally adjust mechanical properties
by controlling the counterion charge distributions along the
IFs.
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Figure S1: a-c) Fits (orange lines) and SAXS data (blue points) for keratin in the presence
of different concentrations of KCl: a) 10 mM KCl, b) 30 mM KCl and ¢) 100 mM KCI.
d-f) Fits (orange lines) and SAXS data (blue points) for keratin in the presence of different
concentrations of MgCly: d) 0.15 mM, e) 0.5 mM and f) 0.75 mM.
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Figure S2: a,b) Results from the fits with 4 free parameters as presented in Fig. 6a and ¢ in
the main text. c¢,d) Corresponding results with only three free parameters Rg, 8 and b and
a constant radius R = 4.1 nm. Both fitting procedures show the same trend supporting the
relevance of the analysis and excluding the impact of the number of fit parameters.






Chapter 4

In Vitro X-ray Micro-Diffraction
Measurements on Keratin
Bundles

Science is built up of facts, as a house is with stones. But a
collection of facts is no more a science than a heap of stones
is a house.

— Henri Poincaré, Science and Hypothesis

The cytoskeleton of eukaryotic cells is composed of three major components, interme-
diate filaments (IFs) together with actin filaments and microtubules. There is a great
variability of IFs from one cell type to another, e.g. vimentin is found in fibroblasts,
neurofilaments in neurons, or keratin in epithelial cells (section 1.4). The biomedi-
cal importance of studying IF proteins is high as many diseases involve IFs muta-
tions [107,112,179-181]. For example, the clumping of keratin IFs is involved in epider-
molytic hyperkeratosis. Another example, keratin was identified as the major cellular
structures to be affected in chronic liver diseases [182]. In cells, keratin proteins form
bundles and networks. The mechanical and structural properties of keratin bundles
have been studied by microscopy techniques [103,117,183-191], but the internal struc-
ture could not be accessed. One way to access the internal architecture of these bun-
dles is by the use of X-rays. Here, scanning X-ray micro-diffraction (sections 1.3.3 and
2.6) provides a very suitable approach to assess it due to the combination of high spa-
tial resolution and high penetration power. In total, eight types of keratin samples were
assembled with buffer composed of MgCl, (0.15, 0.25, 0.5, 0.75, 1, 1.5, 2 and 4 mM),
seven types with KCI (20, 30, 50, 75, 100, 150 and 500 mM) and two types with both salts
(1 mM MgCl,+ 100 mM KCl and 2 mM MgCl,+ 150 mM KCI). For each concentration,
several scans were performed at different positions to ensure better statistics. These
concentrations follow the same order of magnitude as the ones used in the chapter 3
and published in ref. [105]. They also correspond to the intracellular concentrations of
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140 mM for potassium ions [192]. And in the case of magnesium ions, the intracellular
concentration depends on the cell type and ranges from 0.05 to 1 mM [193, 194].

4.1 Experimental Section

The sample preparation, beamtime characteristics and acquisition will be shortly dis-
cussed below. Additional information can be found in appendix B.2.

4.1.1 Bundles Preparation

Human keratin 8 and 18 were expressed in E. coli bacteria, purified and stored in 8 M
urea (at -80 °C) [195]. An equimolar solution of K8/K18 was dialysed gradually to a urea
concentration of 0 M (appendix B.1.1). The samples were assembled by a droplet fusion
technique [188]. A 4.5 pL drop of keratin solution (concentration 0.7 g/L) was pipetted
onto an X-ray compatible polymer sheet. Another drop of 0.5 uL and of ten times con-
centrated buffer composed of 10 mM Tris and salt ions at pH 7.5 was placed on another
polymer sheet. The two sheets were brought in contact, mixing the keratin and buffer
solutions. All samples were placed between two metal plates (for more details see ap-
pendixes B.2 and D.2) that were screwed together to keep the samples wet. The sample
holder (i.e. the metal plates) was composed of four measuring windows that allowed
the preparation of four samples at once. The samples could stay wet in the holder for
more than ten days, before they started to dry or before the keratin bundles started
to change. The bundles were then located by bright-field microscopy, and a pen mark
was placed close to it. The mark was then found with the online microscope. Data were
collected at these positions using the parameters given in Tab. 4.1.

4.1.2 X-ray Data Collection

A first beamtime was performed at the ESRE ID13 beamline (section 2.6.1) in Septem-
ber 2014. The energy of 12.5 keV and of primary intensity 8.6x10'° photons/s was fo-
cused to 5x3 um? (horizontalxvertical) by beryllium lenses. Two samples of keratin
bundles assembled in either 20 mM KCI or 1 mM MgCl, were scanned at several posi-
tions in the bundle. More data were collected in December 2015 at the same beamline.
Table 4.1 gives an overview of the experimental parameters of each scan. For these
measurements, the energy of the beam was 13 keV and the primary intensity was
6x10'! photons/s. The beam was focused to 3.5x2 um? by a set of beryllium lenses.
For both beamtimes, the beam was cleaned by apertures and slits before reaching the
sample. The sample was mounted on a motorised stage to allow fine translations of the
sample. Behind the sample, a 6 cm flight tube filled with helium was used to reduce the
air scattering by the primary beam. At its end, a beamstop blocked the un-scattered
beam. The scattered photons were collected on an Eiger 4M single photon counting
detector (2070x2167 pixels, pixel size 75x75 umz, Dectris, Baden, Switzerland) at a dis-
tance of 0.78 m. Thanks to the large frame size of this detector the accessible g range
was from 0.12nm™! to 12.83 nm ™.
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Table 4.1: Overview of the scanned samples with the corresponding salt ions and concentrations. Ay, are the
scanning steps, Ny,y the number of points, Exp. correspond to the exposure time per scan point.

Sample Salt Position N,y Ayy (um?)  Exp. (s)
al 50%x50 4x4 0.1
a2 50%x50 4x4 0.1
Sample 2A 4 mM MgCl, a3 100x100 2x2 0.5
a6 50x50 4x4 0.1
a7 50x50 4x4 0.1
d1 50x50 4x4 0.1
Sample 3D 1 mM MgCl, d2 50x50 4x4 0.2
d2 100x100 2x2 0.2
d4 100x100 1x1 0.2
b2 100x100 1x1 0.2
Sample 3B 2 mM MgCl, bl 50x100 1x1 0.2
bl, 100x100 1x1 0.2
b3 100x100 1x1 0.2
c3 50x50 1x1 0.2
Sample 3C 1.5 mM MgCl, c2 100x100 1x1 0.2
cl 100x100 1x1 0.2
c4 100x100 1x1 0.2
Sample 4A 500 mM KCl al 50x50 1x1 0.2
a3 100x100 1x1 0.2
b4 100x100 1x1 0.2
Sample 5B 150 mM KCI b2 100x100 1x1 0.2
bl 100x100 1x1 0.2
b3 100x100 1x1 0.2
d1 100x100 1x1 0.2
Sample 5D 75 mM KCI d2 100x100 1x1 0.2
d5 100x100 1x1 0.2
cl 100x100 1x1 0.2
Sample 5C 100 mM KCI c4 150x 100 1x1 0.2
c2 100x100 1x1 0.2
Sample 6A 0.75 mM MgCl, a3 100x 150 1x1 0.2
al 80x80 1x1 0.2
Sample 6B 0.5 mM MgCl, bl 100x150 1x1 0.2
b2 100x50 1x1 0.2
c2 50x100 1x1 0.2
Sample 6C 0.25 mM MgCl, cl 100x100 1x1 0.2
c3 100x100 1x1 0.2
Sample 6D 0.15 mM MgCl, d1 60x60 1x1 0.2
al 100x100 1x1 0.2
Sample 7A 50 mM KCI a2 100x 100 1x1 0.2
a3 50x50 1x1 0.2

cl 100x100 1x1 0.2
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Sample 7C 150 mM KCI c2 100x100 1x1 0.2
+2 mM MgCl, c6 100x100 2x2 0.2

c4y 100x100 2x2 0.2

Sample 7D 100 mM KCI d1 100x100 2x2 0.2
+1 mM MgCl, d2 100x50 2x2 0.2

Sample 7B 30 mM KCl b2 100x100 2x2 0.2
Sample 6’A 0.75 mM MgCl, Al 75x75 2x2 0.2
Sample 6'B 0.5 mM MgCl, B2 75%x75 2x2 0.2
Sample 6’C 0.25 mM MgCl, Cl 75%75 2x2 0.2
Sample6’'D  0.15 mM MgCl, D1 75%x75 2x2 0.2

4.2 Results and Discussion

The data were analysed as described in section 2.6.2 with self-written MatLab scripts
(The MathWorks, Inc., Natick, MA, USA). In total, about 50 scans were acquired in De-
cember 2015 with an average dimension of 86x86 scan points, representing almost
7400 scattering patterns for a single scan. Analysing all the single patterns is not possi-
ble because the opening time and azimuthal integration would take too long as each
pattern is composed of 4.5 million pixels. Thus, new analysis scheme had to be found.
Three ideas were considered: i) compute the average signal of the keratin bundles in
each scan, ii) study the cross-section and longitudinal-section of the different concen-
trations and iii) focus on single scattering patterns. Each of the solutions envisaged,
have pros and cons. The first solution reduces the azimuthal integration time, but a
loss of the anisotropic signal (characteristic of fibre-like structures) might happen due
to averaging over different orientations of different fibres. The second and third proce-
dures might lead to statistically unrepresentative results due to the manual selection
of scattering patterns or region of interests but offer the advantage of a fast analysis.
The results presented in the following sections are not exhaustive, but important con-
clusions can already be drawn.

4.2.1 Results from September 2014

As outlined above, the first experiments were performed at the ID13 beamline in
September 2014. Two keratin bundle samples were measured, one with a buffer consist-
ing of 10 mM Tris supplemented with 20 mM KCl and one supplemented with 1 mM
MgCly, both at pH 7.5. For these test measurements, the samples were not kept be-
tween the metal plates as described above, but the two polymer sheets were sealed by
thermal bonding. Later, in order to avoid an eventual impact of heat (~ 130 °C) a metal
holder was used. The keratin bundles were identified with the online microscope avail-
able at the beamline. Regions of interest were chosen as shown in Fig. 4.1a and b. The
dark-field images (Fig. 4.1c and d) are in line with the micrographs. When selecting a
region of interest (black box from 4.1c and d) and when the composite image is com-
puted, the signal reveals anisotropic and non-anisotropic scattering patterns (Fig. 4.1e
and f). The anisotropic patterns are typical of fibre-like structures. The orientation of
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Figure 4.1: a-b) Online micrograph of keratin bundles assembled with 20 mM KCI and 1 mM MgClp, respec-
tively. c-d) dark-field representation, of the same bundle, colour map gives the number of photons.
e-f) Composite images of the previous black square from c) and d) showing anisotropy of the signal.
g-h) Orientation (vectors) and degree of anisotropy (colour map).

the streaks in the scattering patterns can be related to the orientation of the structure
in real space, it is rotated by an angle of 90° due to the Fourier transform of the signal.
The orientation and degree of anisotropy can be computed. The degree of anisotropy
describes how far the streak goes in the g range. This analysis was performed with the
Streak Finder algorithm developed by Priebe et al. [40]. This algorithm has the advan-
tage not to use a median filtering of the scattering patterns or a thresholding parameter
to binarize the scattering patterns as used in ref. [76]. The results are shown in Fig. 4.1g
and h for KCl and MgCl,, respectively. In the case of KCl, the results show anisotropic
scattering patterns in almost all the scattering patterns in the bundle, whereas for the
bundle with MgCl,, the anisotropic patterns are only found at the edge of the bundle.
This can be explained by the size of the bundles. Bundles assembled with KCI are thin-
ner than in the case of MgCl,. Thus, the signal of keratin bundles formed with Mg?*

ions stems from more material and has a higher degree of orientational averaging. On
a similar idea, in chapter 3 [105], we could show that keratin filaments assembled in
presence of divalent ions are thicker than the ones assembled in presence of monova-
lent ions. Here, from these results, a similar statement can be made for the keratin bun-
dles: keratin bundles created in presence of MgCl, are thicker than the ones created
with KCl ions. In order to confirm this hypothesis, further data (more concentrations)

have been acquired and the results are described in the next sections.
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Figure 4.2: a) Micrograph of keratin bundles assembled with 1 mM MgCl, and b) corresponding dark-field im-
age, the orientation of the scattering patterns is represented by the vector field. Field of view 200 um
by 200 pm. c¢) Micrograph of keratin bundles assembled with 0.5 mM MgClp and d) corresponding
dark-field image, the orientation of the scattering patterns is represented by the vector field. The
white arrow represents a knot where several bundles merge. Field of view 100 um by 100 pm.

4.2.2 Results from December 2015
Formation of Bundles in Presence of Divalent Ions:

Keratin bundles were assembled with buffers containing from 0.15 mM and up to 4 mM
MgCl,. These concentrations correspond to the ones used in chapter 3 and the corre-
sponding published article [105]. In this paper, we have shown that bundles are pre-
dominantly formed with a concentration of ions greater than 1 mM MgCl,. Keratin
bundles can be seen at lower concentration than the 1 mM threshold concentration
found in solution SAXS [105]. Even at a concentration as low as 0.25 mM MgCl,, thick
and dense keratin bundles could be found. Two examples of micrographs and corre-
sponding dark-field images are shown in Fig. 4.2. The same structures can be seen in
both images, showing that radiation damage has not occurred or cannot be seen at this
level of resolution. Fig. 4.2b and d also contain information about the orientation of the
fibres in the bundle which are indicated by the vectors. The vectors are drawn without
arrowheads because their direction can be in one or the other side. For example, a
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pattern could point upwards while the next one could point downwards. This is com-
puted by looking at the orientation of the scattering patterns. The patterns are fitted by
an ellipse, then the minor and major axis as well as the orientation were retrieved [76].
Here the Streak Finder algorithm [40] was not successful because the intensity of the
streaks was too weak. The direction of the fibre can be easily detected by this method.
This demonstrates that the fibres are aligning in parallel fashion, because the vectors of
close positions are pointing in the same direction. In Fig. 4.2d, a knot (white arrow) can
be seen, i.e. a position where several bundles are joining. In these merging positions, it
can be seen that some patterns loose the anisotropic signal (absence of vectors).

The analysis of single scattering patterns at specific positions in the bundles is
shown in Fig. 4.3. Two scattering patterns are compared; they correspond to the high
intensity values from the dark-field image (Fig. 4.3a). The two scattering patterns ex-
hibit different signals; one has an isotropic signal (Fig. 4.3b), while the other one shows
a strong anisotropic signal (Fig. 4.3c). The detector images have been integrated az-
imuthally and the corresponding radial intensity curves are shown in the panel d of
Fig. 4.3. In order to keep a high signal to noise ratio, the azimuthal integration has been
divided in eight segments. Only one segment is shown in Fig. 4.3d, the one with the
streak in its middle. The two curves are different for low g values, and this difference
highlights structural differences between these two positions in the bundle. This can
be explained by the fact that the position in panel c corresponds to a single bundle,
while the position shown in panel b is a merging point of few bundles. Furthermore, it
is known that divalent ions are cross-linking IFs [190,191, 196].

Formation of Bundles in Presence of Monovalent Ions:

As described in Tab. 4.1, bundles were formed with buffer containing 30, 50, 75, 100,
150 and 500 mM KCI. As expected from the solution SAXS, there are fewer keratin bun-
dles formed with low concentrations of ions (below 50 mM KCl), while the density of
bundles increases when the ion concentration increases. The bundles formed are very
long, they can reach a few mm. At low ionic concentration, keratin bundles does not
appear as thick as at high ionic concentration. Below a concentration of 75 mM KClI,
the bundles are more spread, but still very extended. Above a concentration of 100 mM
KC], the bundles seem to assemble longitudinally to form thicker structures.

The dark-field images show the same extended bundle structure as can be seen in
Fig. 4.4. The vector field, corresponding to the orientation of the fibre in the bundle is
also represented. In this example, for bundles formed at 150 mM KCl, the vector field
corresponds to the expected fibre orientation. In order to further investigate the bundle
formation in cells, keratin bundles formed with buffers composed of both ions were
measured. It could reveal a greater affinity for keratin filaments to one of the two ions.

Formation of Bundles in Presence of Monovalent and Divalent Ions:

Two samples were assembled at high concentrations of potassium and magnesium
ions: i) 100 mM KCl and 1 mM MgCl, and ii) 150 mM KCl and 2 mM MgCl,. These
high concentrations were chosen in order to study whether a type of ion would dom-
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Figure 4.3: a) Dark-field image of keratin bundles 1 mM MgCl, as in Fig. 4.2a. b-c) Single scattering patterns
from the positions shown in the panel a. d) Radial intensity of b and c.

a)

# photons

Figure 4.4: a) Micrograph of keratin bundles assembled with 150 mM KCI and b) corresponding dark-field
image and vector field. Field of view 100 um by 100 um.

inate over the other. From the micrographs shown in Fig. 4.5a it can be seen that the
bundles highlight the behaviour of both ions: extended and thick with cross-linking
points.
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The scattering signal exhibits two different signals, in a similar way as the one for
divalent ions: anisotropic and isotropic signal as can be seen in the composite images
in Fig. 4.6b and c. In the composite image, the scattering patterns are plotted at the
scan positions. Here, the composite images correspond to the two white lines. For bet-
ter visualisation, the scattering patterns are plotted on a grid row-by-row (left to right).
The first position is empty as it used to perform the background correction. This shows
again that positions where the bundles are meeting (Fig. 4.6b), the signal is isotropic,
whereas in positions of long structures, the signal is more anisotropic (Fig. 4.6¢). How-
ever, the anisotropy is much weaker than for the example given in Fig. 4.1.

4.2.3 Comparison of the Samples

As explained above, the keratin bundles assembled in the presence of monovalent ions
form extended and relatively thin structures in presence of concentrations lower or
equal than 75 mM KCl and form thick structures with concentrations equal or higher
than 100 mM KCI. These bundles can easily reach a length greater than 500 pm. On
the other hand, the bundles formed in presence of divalent ions also form extended
bundles, but with more branches. This can be explained by the cross-linking nature
of magnesium ions. Cross-linking does not seem to happen in the case of monovalent
ions, but they can form thick structure by longitudinal binding. This would explain why
keratin bundles formed in presence of monovalent ions are more extended, while the
ones formed with divalent ions are thicker.

For nine concentrations, the radial intensity curves were computed. A semi-
automatic threshold detection sorted the scattering patterns into a background region
(low intensity) and keratin bundles (high intensity). This threshold was first set to half
of the mean value of the dark-field image intensity. Each dark-field image has a dif-
ferent mean intensity, so the threshold value was refined manually to fit better with
the images (Fig. 4.7), in order to encompass most of the keratin signal. The azimuthal
integration was finally performed for these two regions. The curves were background

a) \ * 10

# photons

Figure 4.5: a) Micrograph of keratin bundles assembled with 100 mM KCl and 1 mM MgCly. b) Corresponding
dark-field image and vector field. Field of view 100 um by 100 um.
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Figure 4.6: a) Dark-field image with the line corresponding to b and c. b) Composite image as shown in the
panel a, the patterns are arranged in a grid row-by-row and c)second composite example. For both
composite images the ellipse fitting results are shown.

subtracted and plotted against the scattering vector g. All the curves were plotted in
Fig. 4.8a, the curves were shifted in intensity for a better visualisation. Some concen-
trations were even plotted from two different scans. Several issues are still remaining
in this analysis and can directly be seen on the curves. For examples, at high g values,
under background subtraction can be seen for the sample with 500 mM KCI (orange
curve), as the curve is relatively smooth compared to the other curves. The samples
of buffer 75 mM KCI (dark-blue curve) or 2 mM MgCl, (red curve) present an over
background subtraction that can be seen by missing points (discontinuity) at high g
values. For these two examples, a more precise and eventually manual selection of the
region of interest has to be done. The samples assembled with buffers of 1 and 2 mM
MgCl, show a discontinuity of the curves at low g values that can be explained by a
non-matching beamstop mask and beamstop position. Indeed, it can happen that the
beamstop moves while changing the sample, and thus different beamstop masks have
to be created for different dark-field images. However, it is possible to see different
curvatures which implies different structural parameters. The sample at 100 mM KCI
+ 1 mM MgCl, even shows two shoulders (or kinks) at about 0.25 and 0.75 nm~! as
shown in Fig. 4.8b. A curve simulated by polydisperse cylinders (appendix A) of 8 nm
radius, a radius polydispersity of 17% and length of 100 nm fits visually very well the
data. Furthermore, the signal resembles the curves acquired from solution SAXS on
vimentin [164] at a concentration of 80 mM KClI and 0.5 mM MgCl,.

4.3 Conclusion and Outlook

In these experiments we could demonstrate that the bundles formed with buffer con-
taining monovalent ions and divalent ions have different morphologies. Extended bun-
dles are formed at concentrations lower or equal to 75 mM KCI. Thicker bundles are
formed by longitudinal agglomeration at concentrations greater or equal to 75 mM.
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Figure 4.7: Example of the automatic thresholding. a) dark-field image. b) Corresponding binarised image
based on a threshold of the mean value of a), threshold value 16,000 photons corresponding to 70%
of the mean and c) threshold value 3,500 photons.
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Figure 4.8: @) Radial intensity curves of nine concentrations. The curves have been shifted on the y-axis for
better visualisation. b) Radial intensity curve of the sample assembled with 100 mM KCI + 1 mM
MgCly (red) and simulated signal of cylinders (blue) with a radius of 8 nm, a length of 100 nm and
a polydispersity of 17%.

Thick structures with connecting points are formed by keratin bundles in presence of
MgCl,. These connecting points, or cross-linking points are the start of several bundles.
We could underline that at these points the signal is isotropic which is due to the num-
ber of filaments and bundles, thus the signal is averaged over many orientations. We
saw very different intensity curves, with different steepness and characteristics (shoul-
ders and kinks for example) that are typical of the structure. It can be quantified by
using the form factor of a cylinder. In a first attempt, a visual fit showed that the bun-
dles can be approximated by a cylinder of radius 8 nm. In the previous chapter, we
demonstrated that filaments assembled in 100 mM KCl have a core radius of 4.5 nm
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and the heads and tails have a radius of 3 nm, thus a total radius of 6 nm as the heads
and tails are supposed to be at the surface of the filament. In presence of 1 mM MgCly,
the radius of the core cylinder is 5.5 nm and the heads and tails have a radius of 3 nm,
so a total radius of 7 nm. Here, we found the same order of magnitude. However, it was
not yet possible to quantify all the differences in the radial intensity curves because
most of the data still have to be analysed. Moreover, the new analysis strategies had to
be developed as it was the first samples of this kind we scanned. The analysis is still
ongoing, but in light of these first results, new elements in the assembly of the keratin
bundles can be expected.

In the future, the data will be investigated further. The average intensity of each
concentration will be improved, removing the analysis artefacts explained above. The
curves will be compared between different concentrations. But curves from different
scans at the same concentrations will also be compared. This might highlight the high
heterogeneity of keratin different bundles assembled at the same concentration. The
curves will then be fitted by a cylinder model in order to reveal the structural informa-
tion of the bundles. In order to assess the heterogeneity, single scattering patterns and
radial intensity curves will be compared.

An example of each of the analysis has been shown: i) average information (Fig. 4.8),
ii) single pattern comparison (Fig. 4.3), and iii) cross-section plots (Fig 4.6). The differ-
ent concentrations will be further investigated by the three aforementioned analysis
strategies. Global (average information) and local (single patterns) interpretation will
be drawn, highlighting the impact of monovalent and divalent ions on the formation of
keratin bundles. These results will be directly linked to the solution SAXS experiments
(chapter 3 [105]) and to the cellular keratin networks.



Chapter 5

X-rays Reveal the Internal
Structure of Keratin Bundles in
Whole Cells

In the world there are various categories of scientists: there
are people of a secondary or tertiary standing; there are also
those of high standing who make discoveries of great
importance to science; then there are geniuses like Galileo
and Newton. Well, Ettore was one of them.

— Enrico Fermi

This chapter has been published as X-Rays Reveal the Internal Structure of Keratin Bun-
dles in Whole Cells. Hémonnot et al. ACS Nano 10, 2016 [78], and reproduced in this
dissertation with permission and under copyright (2016) of the American Chemical So-
ciety. The table 5.1 summarises the acquisition parameters of each samples that were
scanned during the beamtime.

Contribution to the article: I have cultured the cells and prepared the samples for
the beamtime (fixation and vitrification). The samples were further dried by Jochen
Herbst. The experiments were conducted together with all the co-authors at the ESRF
synchrotron. The ptychographical reconstructions were performed by Juliane Rein-
hardt. I have performed the data analysis and made the figures 1, 2, 3a and c, 4, S1, S2,
S3 and S4. T have made the tables 1 and 2. I have written the first version of the draft pa-
per and it was iteratively modified and improved by Sarah Koster, Juliane Reinhardt and
myself. The other co-authors have further commented and improved the manuscript
right before submission. The referee comments and questions were answered by Sarah
Koster, Juliane Reinhardt and myself.
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Table 5.1: Overview of the scanning procedure of the cells scanned in the order of acquisition. Position corre-
sponds to the cell position on the sample. Ay,y are the scanning steps, Nx,y the number of points,
Exp. correspond to the exposure time and Type correspond to the diffraction or ptychography mode.

Sample Position Ny,y Ayxy (umz) Exp. (s) Type
20x%20 2%x2 0.1 Diffraction
CH_C18 A_left 40x20 0.1x0.1 1 Diffraction
80x80 0.5x0.5 0.03 Diffraction
40x40 0.1x0.1 1 Diffraction
80x80 0.5x0.5 0.03 Diffraction
CH_C18 T_down 40x40 0.1x0.1 1 Diffraction
40%40 0.1x0.1 0.03 Diffraction
40x40 0.1x0.1 1 Diffraction
CH_C18 \Y% 80x80 0.5x0.5 0.02 Diffraction
60x60 0.1x0.1 1 Diffraction
CH_C18 D 80x80 0.5%x0.5 0.03 Diffraction
40x40 0.1x0.1 1 Diffraction
CH_C18 T_top 80x80 0.5%0.5 0.03 Diffraction
60x60 0.1x0.1 1 Diffraction
64x64 0.5%x0.5 0.03 Diffraction
CH_C18 A_right 80x80 0.2x0.04 1 Ptychography
80x80 0.2x0.04 0.03 Ptychography
20%20 0.3x0.04 1 Ptychography
CH_C19 (0] 64 x64 0.5%0.5 0.03 Diffraction
100x100 0.3x0.3 0.04 Ptychography
CH_C19 A_left 64 %64 0.5x0.5 0.03 Diffraction
100x100 0.3x0.3 0.04 Ptychography
CH_C19 P_left 100x100 0.3x0.3 0.04 Ptychography
CH_C19 I 100x100 0.3x0.3 0.04 Ptychography
CH_C19 \% 100x100 0.3x0.3 0.04 Ptychography
CH_C19 L 100x100 0.3x0.3 0.04 Ptychography
CH_C19 L2 100x100 0.3x0.3 0.04 Ptychography
CH_C19a Z 100x100 0.2x0.2 0.1 Ptychography
CH_C19a I 60x60 0.5x0.5 0.03 Diffraction
60x60 0.1x0.1 1 Diffraction
CH_C19a L 60x80 0.5x0.5 0.03 Diffraction
CH_C19a P_left 80x80 0.5x0.5 0.03 Diffraction
100x100 0.1x0.1 1 Diffraction
CH_C19b \Y 80x80 0.5x0.5 0.03 Diffraction
80x80 0.5x0.5 0.03 Diffraction
CH_C19c Z 60x60 0.1x0.1 1 Diffraction
60x60 0.1x0.1 1 Diffraction
60x60 0.5%x0.5 0.03 Diffraction
CH_C19c A_left 60x60 0.1x0.1 1 Diffraction

60x60 0.1x0.1 1 Diffraction



81

60x60 0.1x0.1 1 Diffraction
CH_C19c 80x80 0.5x0.5 0.03 Diffraction
CH_C19c 60x60 0.1x0.1 1 Diffraction
60x60 0.1x0.1 1 Diffraction
CH_C28 64 x64 0.5%0.5 0.03 Diffraction
100x100 0.1x0.1 1 Ptychography
CH_C28 60x60 0.5x0.5 0.03 Diffraction
60%60 0.1x0.1 1 Diffraction
CH_C28 60x40 0.5%x0.5 0.03 Diffraction
60x60 0.1x0.1 1 Diffraction
CH_C28 60x80 0.5x0.5 0.03 Diffraction
60x60 0.1x0.1 1 Diffraction
CH_C28 60x80 0.5x0.5 0.03 Diffraction
60x60 0.1x0.1 1 Diffraction
60x80 0.5x0.5 0.03 Diffraction
60x60 0.1x0.1 1 Diffraction
CH_C128 20x20 0.1x0.1 1 Diffraction
20x20 0.1x0.1 1 Diffraction
20%20 0.1x0.1 1 Diffraction
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ABSTRACT: In recent years, X-ray imaging of biological cells has
emerged as a complementary alternative to fluorescence and electron
microscopy. Different techniques were established and successfully
applied to macromolecular assemblies and structures in cells.
However, while the resolution is reaching the nanometer scale, the
dose is increasing. It is essential to develop strategies to overcome or
reduce radiation damage. Here we approach this intrinsic problem by
combing two different X-ray techniques, namely ptychography and
nanodiffraction, in one experiment and on the same sample. We

nanostructure

biological
cells

acquire low dose ptychography overview images of whole cells at a

resolution of 65 nm. We subsequently record high-resolution nanodiffraction data from regions of interest. By comparing
images from the two modalities, we can exclude strong effects of radiation damage on the specimen. From the diffraction
data we retrieve quantitative structural information from intracellular bundles of keratin intermediate filaments such as a
filament radius of S nm, hexagonal geometric arrangement with an interfilament distance of 14 nm and bundle diameters
on the order of 70 nm. Thus, we present an appealing combined approach to answer a broad range of questions in soft-

matter physics, biophysics and biology.

KEYWORDS: cytoskeleton, intermediate filaments, keratin, X-ray nanodiffraction, ptychography

iological cells contain a wealth of nanometer-sized
B objects and structures. Much of what is known about
cellular function has been learned from direct imaging.
Mostly two techniques have been established for cellular
imaging in the past: fluorescence microscopy and electron
microscopy (EM). Fluorescence microscopy is used for living
or fixed cells and relies on chemical labels specifically attached
to certain molecules in the cell or fluorescent proteins
expressed in the cell. The advent of super-resolution techniques
has recently turned fluorescence microscopy into a nanoscale
imaging 'cechnique.l With EM, even higher resolution can be
achieved and structural details of cellular components can be
visualized.>> Both techniques require fairly extensive sample
preparation, like labeling, fixation or staining, and are
characterized by a small penetration depth.
X-ray imaging of cells has recently evolved into a third,
complementary class of techniques, which overcomes some of
the challenges not met by fluorescence microscopy or EM. The

A4 ACS Publications  © 2016 American Chemical Society
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penetration depth of hard X-rays is much larger than for
electrons or visible light and thick samples can be investigated.
X-rays of 10 keV have an attenuation length of about 2 mm in
liquid water, while electrons of the same energy have an average
path length of 2.5 ym,** hence using X-rays it is possible to
study samples in aqueous environment.” The resolution
reached in the hard X-ray regime is on the nanometer scale,
depending on the specific setup used, ie, down to about ten
nanometers reciprocal space information and down to 50 nm
real space resolution by solving the phase problem.
Furthermore, the electron density can be retrieved from the
information contained in the phase. Labeling is not needed
since the X-rays interact directly with the electron density of
the sample. Here, biological samples are particularly challenging
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Figure 1. Correlation between ptychography and X-ray scanning nanodiffraction. (a) Ptychography image of a whole cell, scale bar S gm, and
(b) detail from the ROI shown in (a) by the black box. (c) Dark-field image from the same region as in (b), calculated from nanodiffraction
data with a step size of 100 nm, In (b) and (c) the field of view corresponds to 6 yum X 6 pm.

since the most abundant elements in biological matter—
hydrogen, carbon, nitrogen and oxygen—all scatter very
weakly.”

Nevertheless, in recent years several X-ray techniques have
been successfully applied to and adagted for 'Lmaging of
biological cells, such as ptychography,” "' holography, *~**
tomograph!,m* ' phase contrast 2% and scanning nano-
diffraction.””'7>* The techniques themselves are complemen-
tary with respect to the physical properties they are able to
reveal. In diffraction techniques, the amplitude of the exit wave
field is measured. From the reciprocal space information, the
shape, internal structure, orientation and buildup of subcellular
constituents can be retrieved.”>>” In coherent diffractive
imaging techniques, such as ptychography, the electron and
mass densities in real space can be accessed by solving the
phase problem.”*® In order to estimate the number of photons
needed to image cells in diffractive techniques, we can assume
the empirical formula HgyC30NgO (S for the chemical
composition of the sample as suggested by Howells et al®
They have shown that the fluence needs to be at least 10"
ph()t()rls/;4m2 to obtain a resolution of 10 nm voxels. Within
our configuration we use about 2 X 10'' photons/um?’ In
phase-contrast X-ray imaging, a map of the real part of the
refractive index is obtained; this technique allows the
investigation of large samples up to a few millimeters.*>*" In
tomography, absorption is measured, thus density volumes of
unstained and unsliced tissues and cells can be visualized.
Nowadays tomography offers the possibility to probe large
samples, such as bone.””>* Tomography has been combined
with staining to localize vital and nonvital cells in clusters of
thousands of cells.'®

The idea to combine several X-ray techniques, thus obtaining
complementary information, is highly attractive. In the past, we
and others have combined nanodiffraction and ptychography
on samples of the same kind. We have characterized intact hair
cell stereocilia from the inner ear by analyzing ptychography
and nanodiffraction data sets acquired on different samples of
the same preparation.”> We were able to measure diameters
and local orientation of these cellular structures. The
combination of these two methods was also used to study
Deinococcus radiodurans, a bacterium famous for its resistance to
high doses of radiation,"" but again on different samples.
However, by contrast to well-defined hard matter samples or
some biological samples like proteins or viruses, cells are
characterized by individual differences in their internal
structure. Thus, averaging techniques such as conventional
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small-angle X-ray scattering, using a large beam, obscure some
or most of the nanoscale structures we are interested in.
Furthermore, since each cell is different, when applying
complementary methods, it is indispensable to perform the
measurements on the identical sample.

Thus, we take this idea further and probe the exact same cell
with both methods. We choose samples from epithelial SK8/
K18 cells, which contain highly ordered networks of keratin
bundles.’>*® We first record real space images of 30 ym X 30
um of whole cells at a resolution of 65 nm using ptychography
while applying a comparatively low dose of 10° Gy, thus
reducing radiation damage to the biological samples. Based on
these high-resolution images, we select a region of interest
(ROI) of 6 yum X 6 pm, where scanning X-ray nanodiffraction
is performed on the identical sample to retrieve local, internal
structural information. For these measurements the dose is five
orders of magnitude larger. Keratin is an intermediate filament
protein found in cells of the simple epithelium in organs such as
lung and intestine and is believed to be a major contributor to
cell mechanics and stability.”” The 10 nm-diameter filaments
organize into densely packed bundles of about 100 nm
thickness.** A precise knowledge of the internal bundle
structure is necessary in order to understand the mechanical
properties of the keratin bundles. Thus, we present high spatial
resolution X-ray imaging in real and reciprocal space and
successfully resolve the internal structure of the bundles,
including single filament radius and interfilament distance by
further development of a filament bundle model from the
literature.>

RESULTS AND DISCUSSION

X-ray Imaging in Real and Reciprocal Space. Because of
the high sensitivity of biological cells to radiation, and the fact
that the dose is increasing as the resolution approches smaller
values,” it is essential to reduce energy input, when using
multimodal techniques, especially, when employing scanning
methods.®*** Here we study freeze-dried cells, thus largly
avoidin{; the impact of free radicals induced by the radiolysis of
water."*> These radicals represent 80% of the energy
deposition in cells when irradiated.”*> For example, hydroxyl
radicals (-OH) are associated with changes in structural and
functional molecules.*' Alternative techniques using cryo-
streams of N, at 100 K reduce the diffusion of free radicals
very efficiently es well.*>***> We combine and correlate two X-
ray imaging techniques, ptychography and nanodiffraction.' **
Ptychography images of the whole cell, as shown in Figure la,
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Figure 2. (a) Typical diffraction patterns showing a clear anisotropy of the signal and modulations within the signal. (b) Azimuthally
integrated, radial intensity within the segments indicated in (a). The local maxima are represented by blue and red diamonds. (c) Radial
intensity from segment 1 as in b, with the corresponding smoothed curve and threshold for maxima detection (dashed line). (d) Histogram of
the peak positions for three cells compared to a reference cell from literature™® that showed a dense keratin network. (¢) Mean and standard
deviation of the Gaussian distribution from d and Table 1. The regression and prediction bounds from the reference cell are also indicated.

serve to localize the sample with respect to the X-ray beam. For
better comparison with the dark field image, a detail of this
image is shown in Figure 1b.

In ptychography, the sample is scanned through the coherent
beam, recording far-field diffraction patterns at each scan point
with sufficient (= 60 to 70%) overlap. The spatial resolution of
the ptychographic reconstruction (Figure 1) is determined by
Fourier Ring Correlation (FRC, see Materials and Methods for
details) and we achieve a spatial resolution of about 65 nm.
Previous studies of biological specimens using ptychography at
similar energies reported a resolution of about 50 nm in freeze-
dried conditions (at 6.2 keV)."' A resolution of 30 nm in
frozen-hydrated samples was recently reached at an energy of
5.2 keV.* Thus, the resolution we reach in Figure 1 is on the
same order as literature values found for the hard X-ray regime.

Thus, we obtain high-resolution real space images at
comparatively low dose (ie, 3.4 X 10° Gy, see Materials and
Methods section) and therefore reduced radiation damage. For
comparison, cells exposed to a 17 keV X-ray beam showed
shrinkage and mass loss after exposure.*” We did not observe a
shrinkage effect on the cells during or after our measurements.
Moreover, a time-resolved study showed the structural changes
of hair keratin induced by synchrotron radiation.** Three levels
of structural changes were identified while increasing the
exposure: (i) after 4 s the coiled-coil architecture of the keratin
dimers is disrupted, (ii) after 30 s the long-range organization
along the filament is lost and (jii) after SO s the lateral
organization of the filament packing is disturbed. Considering
the different characteristics of the setups used (energy,
intensity, exposure time and beam dimensions) we estimated
to be below the appearance of structural changes to keratin
dimers. However, it has to be noted that hair keratins and
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cytoplasmic keratins are considerably different, so the
comparison has to be made with care.

The phase shift ¢ (Figure 1) depends on the refractive index
n of the sample and thickness d:

2

¢ p nd sin 6 0
where 1 is the wavelength and 20 the scattering angle. The
reconstructed phase retrieved by ptychography is directly
proportional to the electron density of the given material, see
Materials and Methods section. Hence, the smallest phase shift
values in the ptychographic reconstruction (Figure 1la, b),
represented by darker regions, depict higher electron density in
the projection and highlight the correlation between the
expected intracellular network structure and the appearance of
the X-ray images.

The example in Figure 1 demonstrates that it is possible to
correlate nanodiffraction data and ptychography data recorded
on the identical sample. When imaging the ROI from Figure 1b
by nanodiffraction, as shown in Figure Ic, the computed dark
field image reproduces the network structure, which resembles
the keratin network that we had imaged previously.”® Dark field
images are obtained by integrating the photons on the detector
plane, while excluding the primary beam or nonscattered
intensity. In those previous studies we could identify the keratin
network thanks to visible light fluorescence micrographs that
had been recorded beforehand. Whereas that technique proved
to be very useful at the time to characterize the new X-ray
technique, we here refrain from employing this intermediate
step. This approach will make the presented technique more
versatile as it renders it applicable to nonlabeled samples. The
pseudo real space resolution of the dark field images is limited

DOI: 10.1021/acsnano.5b07871
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by the beam diameter and employed step size (more precisely
the larger of the two) and thus, in our case, 100 to 150 nm.
This resolution could be improved by reducing the beam size,
at the expense of the primary beam intensity and increased total
scanning time. The reciprocal-space resolution of each
nanodiffraction pattern does not depend on the beam-size,
but only on the g-range used.

Reciprocal Space Data from Individual SAXS Patterns.
Even though the network structure shown in Figure 1c strongly
resembles keratin structures we have imaged in the past,”®
additional information is needed to demonstrate that this
network is keratin. Nanodiffraction provides this additional
information, which we can exploit to characterize the sample:
Each “pixel” of the dark field image represents the integrated
result of a full diffraction pattern. A typical example of such a
diffraction pattern is shown in Figure 2a. We divide the pattern
into eight segments, as shown by the black lines, and integrate
the segments, which are aligned with the main axis of the
pattern azimuthally, ie., segments 1 and S. The resulting radial
intensity I(q) is then plotted against the magnitude
gl = 4sin 0

1
analysis, we manually select the diffraction patterns that show
anisotropy. Identification of local maxima in I(q) is performed
for 184 diffraction patterns originating from three distinct cells
and a reference cell from previously recorded data.”® The radial
intensity is smoothed by a five-point moving average to remove
noise (Figure 2c). A local maximum is defined when the nth
data point is larger than the (n — 1)th and the (n + 1)th data
point. The search for peaks is performed on the smoothed
intensity with a minimal intensity threshold of 0.2, such that
peaks with a lower intensity than the threshold value are
disregarded to avoid detection of noise at large g-values.
Furthermore, in order to account for possible small variations
of the smoothed intensity curve, the minimal distance between
two peaks is set to 15 data points of the g-axis. For this
experiment and setup, the distance between two consecutive
data points Aq is equal to 4.5 X 107> nm™". The curves and
local maxima are then visually checked and in case of missing or
false maxima, manual addition or deletion is performed.

The peaks are histogrammed, as shown in Figure 2d. Here,
cell 1, cell 2 and cell 3 are present data from this particular
measurement campaign, whereas the reference cell is analyzed
and plotted for comparison. Those data had been taken
previously”® and at the time we could assign the network
structure to keratin by comparing to fluorescence micrographs.
The histograms show good agreement in the peak positions
found for these cells and in particular, the newly acquired data
agree with the reference cell. This is a very strong indication
that the network structure observed in the ptychograms and
dark field images is indeed the keratin network in the cells. In
total, we analyzed more than 1000 peaks in over 180 diffraction
patterns. Some of the 1D radial intensity curves only display
one single peak, whereas others show up to seven orders of
oscillation.

For each cell separately, the histograms are fitted by Gaussian
distributions in order to extract the mean peak position and the
standard deviation. Table 1 summarizes the positions of the
first five peaks for each cell. The values for the mean agree very
well and the standard deviations are small, when considering
intrinsic structural variations. To further visualize this result, the
means and standard deviations of the four cells are plotted
against the peak number in Figure 2e. The regression and

of the scattering vector q (Figure 2b). For this
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Table 1. Means and Standard Deviations of the Positions of
the Maxima of the Radial SAXS Intensities as Plotted in
Figure 2b for Three Different Cells”

maximum  cell 1 (71) cell 2 (77) cell 3 (17) ref cell (19)
st 0.14 + 0.0S 0.14 + 0.0 0.15 + 0.04 -
2nd 0.26 + 0.05 0.26 + 0.08 027 + 0.07 0.24 + 0.05
3rd 0.34 + 0.05 0.36 + 0.09 0.40 + 0.12 0.35 + 0.06
4th 0.46 + 0.06 0.48 + 0.07 0.49 + 0.02 045 + 0.05
Sth 0.57 + 0.07 0.59 + 0.03 - 0.56 + 0.06

“The number of analyzed patterns for each cell is given in parentheses.
The reference cell is taken from published data®® for comparison and
analyzed with the same procedure.

prediction bounds for the reference cell are also shown. We use
a 0.99 confidence level for the prediction bounds and we
observe that cells 1, 2, and 3 agree with the prediction from the
reference cell.

Structural Information from Diffraction Patterns.
When probing nanostructures with a nm-diameter beam, the
ensemble averaging, which is typical of solution SAXS, along
with its established interpretation of the peak positions
becomes invalid. We have discussed this aspect previously”*>
and recently Priebe et al’” have presented a simple yet
sufficient model to qualitatively describe the scattering pattern
caused by bundles of filaments. Here, we use this model,
incorporate it into a combined 2D and 3D fitting routine and
thus quantitatively determine the relevant structural parameter
of the bundle like filament diameter and distance.

The geometry of the setup and the model are sketched in
Figure 3a—c and further described in the Supporting
Information. The bundle consists of a predefined number of
rod-like particles (seven in the example in Figure 3b) with a
length L and a radius r; the diameter of the whole bundle is
given by @ = 2(a + r) and @ = 2(2a + r) for the 7 and 19
filaments model, respectively. The filaments are modeled as
cylinders with a Gaussian density distribution in longitudinal
direction to account for the convolution with the Gaussian
profile of the nanobeam, where we assume, for simplicity, a
circular beam. The tilt of the filament with respect to the beam
direction, the x-axis, defines the angle 9. We expect it to be
close to 90° as the cells have a fairly small height*” and thus the
bundles lie mostly flat on the substrate. We thus fix this angle to
90°. The angle ¥ denotes the rotation of the bundle about its
long axis and can be anything between 0 and 360°, however,
depending on the chosen geometry and thus symmetry, only
certain values have to be considered. We use a hexagonal lattice,
thus by symmetry we can restrict the angle ¥ to an interval of
0° to 60°. Finally, y determines the rotation of the filament in
the y—z plane when projected into the detector plane and can
be directly estimated from the main axis of the anisotropic
pattern (see Figure 2a) which is perpendicular to the structure
in real space.

The radial intensity I(q) of the scattering signal from the
bundle is calculated from the product of the form factor F and
the structure factor §°°!

1(Q, Q) =IF(Q, Q)rs(Q, @)

where Q. are the scattering vectors in the coordinate system

: . 210.
associated with the bundle and Q, = (Q} + Q})**. The
coordinate system is further described in Supporting
Information. F(Q_Z,Qf)ls given by the Fourier transform of
the particle shape:*”>* >
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Figure 3. (a) Sketch of the setup; the X-ray beam points along the x-axis and the sample is scanned through the beam in y- and z-direction. (b)
Sketch of the model used, reproduced with permission from Priebe et al.*® (c) Cross section of the model composed of 19 filaments as well as
the model with 7 filaments represented by dashed lines. (d) Example of TEM image of the cross section of a keratin bundle showing

hexagonal lattice, scale bar 50 nm.
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with the first order Bessel function of the first kind J;, the radius
of one filament r, and the filament length L.

$(Q,) depends on the geometric arrangement of the
individual filaments in the bundle:**%*°

S(Q,) = 3] exp(—iQ, (R, — Ry))

ik O]
with the filament positions R, that are given by the angle ¥
and the filament-to-filament distance a.

In vitro experiments employing electron microscopy (EM)57
or solution SAXS®® have shown that keratin IFs are extended
rod-shaped particles that form densely hexagonally packed
bundles in cells.*® Thus, we follow the model from ref 39,
which also considers hexagonal packing. We extend the model
by determining structural parameters of the bundles by a
nonlinear least-squares optimization. The detailed fitting
procedure is explained in the Supporting Information. We
compare two distinct scenarios: first, a bundle consisting of
seven individual filaments, thus three primitive “unit cells”, and

second a bundle with an additional “shell” of filaments,
resulting in 19 filaments in total, thus 12 primitive unit cells.

The model contains six free parameters: the radius r of a
single filament, which determines the peak heights and
positions in the I(q) curves, the length L of a filament that
determines the lateral extension of the features in the 2D SAXS
patterns, the distance a between the centers of mass of two
filaments, which influences the position and height of the peaks,
the angle ¥, which again influences the positions and width of
the peaks, the angle &, which changes the shape of the features
in the 2D SAXS patterns, and finally the angle y, which is given
by the orientation of the anisotropic pattern in the detector
plane. From the 1D azimuthally integrated data, we can
determine r, a and ¥, whereas L, § and y have to be derived
from the 2D patterns.

Figure 4a shows a typical example of a fit to the 1D I(q) data
(blue circles, integrated data from the diffraction pattern in
Figure 2a) for both, seven (orange line) and 19 (gray line)
individual filaments. Figure 4b shows the corresponding 2D
calculated data with 19 filaments. The fits agree very nicely with
the data and small deviations can be explained by
simplifications we have made for the model. First, in the real
system, the space between the filaments is not empty as it is in
the model; second, we have considered all filaments to have

3557 DOI: 10.1021/acsnano.5b07871
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identical parameters, which is certainly an oversimplification.
Despite these approximations, the positions of the maxima are
well reproduced by both fits and the norm of residuals is
smaller for the 19-filament fit than for seven filaments. This
finding is in line with our expectation from EM data®® that the
keratin bundles are approximately 100 nm in diameter.

In Table 2 we summarize the results and compare them to

values expected from EM images. Our observation is that the

Table 2. Comparison of the Results for Fitting the Data
Shown in Figure 4a with a 7 versus 19 Filaments Model,
Including the Error Estimate of Each Parameter”

parameter 7 filaments 19 filaments EM

r (nm) 6.8 + 0.5 51+ 06 4-5

a (nm) 235+ 0.5 143 + 04 11-14
2 (nm) 60.6 + 2.1 67.4 £ 29 81 +22
y (deg) 139.8 + 0.6 155.7 + 0.6 -
resnorm 3.6 29 -

“Additionally the expected values from EM experiments are given.***”

The EM values of the bundle diameters are given as mean and
standard deviation.”® The norm of residuals is defined as the sum of
the square of the difference between the estimated value and the data:

resnorm = z (Iesumated Idata) N

model including 19 filaments describes the data better. When
including only seven filaments, the fit results for the radius is

= 6.8 nm and for the distance between the filaments is
a = 23.5 nm. These values are on the right order of magnitude.
However, with 19 filaments included, the numerical values

= 5.1 nm and a = 14.3 nm agree much better with the
literature.””* Certainly, the bundles are heterogeneous, both
concerning the individual filament diameters®*~®> and in the
build-up and total thickness of the bundles. However, also the
bundle diameter is well reproduced in our model with 60.6 and
67.4 nm for seven and 19 filaments, respectively.**

Additional 2D patterns and corresponding fits with the two
models can be found in Supporting Information. When
analyzing and averaging the values for eight individual patterns,
we find the following structural parameters: (i) For the model
with 7 filaments r, = 6.5 + 0.5 nm, 4, = 25.8 + 2.7 nm and
@, = 64.5 + 4.9 nm and (ii) for the model with 19 filaments we
find rjg = 5.5 + 0.7 nm, a;g = 152 + 1.4 nm and @y = 72.0 +
5.5 nm. Thus, the standard deviations are small. This result is
surprising, since it shows that the bundles are more
homogeneous concerning filament and bundle diameter and
filament distance than originally expected.** When analyzing
the angles y in more detail, we find very similar values for
adjacent scan positions, but values spread over all possible
angles between 0° and 180° when comparing results from 161
different scan positions (see Supporting Information). These
positions are spread over the full sample area and have been
selected according to distinct modulations in the diffraction
pattern. This result is expected since adjacent positions
correspond to the same bundle structure and thus similar
parameters, whereas distant positions correspond to independ-
ent structures.

CONCLUSION

By combining ptychography and scanning X-ray nano-
diffraction we are able to localize protein networks in intact
cells with nanometer precision and subsequently probe the
local, internal structure of these hierarchical networks.
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Importantly, we obtain the ptychography overview images
with relatively low dose imposed on the sample and thereby
minimize the total radiation damage. Radiation damage is the
main challenge in mutlimodal X-ray imaging techniques. Higher
dose is introduced only to small ROIs via nanodiffraction. By
comparing ptychography and nanodiffraction images of the
very same sample, we could show that visible radiation damage
did not occur. This combined imaging technique offers an
alternative to fluorescence or electron microscopy for in situ
probing of protein structures on the nanoscale. The keratin
bundles investigated here are a prime example of a well-ordered
natural structure. By extending a qualitative model of such
filament bundles to a quantitative fitting routine, we are able to
measure the filament and bundle diameters as well as filament
arrangement and interfilament distance at nanometer precision.
However, the presented approach will also be applicable to
many other biological and soft-matter systems which show a
certain degree of order without being truely crystalline. Just to
name a few examples, the method could be applied to other
cytoskeletal proteins, such as actin network bundles and stress
fibers, the microtubule spindle, or to chromatin structures in
the nucleus.

MATERIALS AND METHODS

Cell Culture and Sample Preparation. Keratin-rich SK8/18
cells’*® were grown, cultured and prepared on silicon nitride
windows as described prevn)uslyf’Z Samples were chemically fixed,
plunge-frozen and freeze-dried and inspected by bright-field and phase
contrast microscopy at different stages of the sample preparation to
identify possible artifacts from the preparation.

Ptychography. The ptychography experiments™>*®** were
performed using the nanofocus extension (experimental hutch III) at
beamline ID13 at the European Synchrotron Radiation Facility (ESRF,
Grenoble, France).** At a photon energy of 149 keV the beam was
focused by nanofocusing refractive X-ray lenses.> In order to record
the far-field diffraction patterns, a Maxipix detector (ESRF, 516 X 516
pixels, pixel size SS ym) was placed 2.2 m away from the sample. For
the ptychography measurements no beamstop was used. By closing the
vertical and horizontal slits the primary beam intensity was reduced to
a flux of about 2 X 107 photons/s. By this procedure we could
considerably increase the coherence of the beam.

The sample was scanned through the beam, recording diffraction
patterns at each scan point with an overlap of about 60 to 70%. In
order to determine the spatial resolution of a ptychographic image,
Fourier Ring Correlation (FRC) was applied. This technique measures
the correlatlon of two images at different spatial frequencies in the
Fourier space.”® One data set containing 100 X 100 diffraction pattern
was split up into two data sets by taking all even rows of scan points
for one and all odd rows of scan points for another half-data set. The
overlap of the scan points in each half-data set was still sufficient for
the ptychographic reconstruction. Both half-data sets were recon-
structed separately and the phase image was transformed to Fourier
space. Afterward, the Fourier transforms of each final phase
reconstruction were cross-correlated. The resulting cross-correlation
function decreases as a function of spatial frequency. Different criteria
can be applied to define which degree of correlation is required to offer
a certain level of information. As discussed in van Heel and Schatz,®’
we chose the sigma criterion to indicate the resolution level at which
sufficient information was collected significantly above the noise level.
Thus, we achieve an upper bound for the spatial resolution of about 65
nm in the ptychographic reconstruction shown in Figure 1.

The sample was positioned 1 mm out of focus in order to increase
the beam size, thus reducing the number of required overlapping scan
points. The ptychography measurements were performed with a step
size of 300 nm and an exposure time per scan point of 40 ms. The
corresponding dose is evaluated®***® to about 3.4 X 10° Gy, and thus
considerably lower than for nanodiffraction.
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The refractive index n(r) of a material is directly related to the
electron density distribution p,(r) as

n(r) =1 - 8(r) + if(r) ()

where f and & are the imaginary part (absorption) and deviation from
1 of the real part of n, which are defined as

40 = ope) and o) =
Pe) = qqr(®) wnd 80) = 5ol ©
with the X-ray attenuation coefficient y and the classical electron
radius ;. The ptychographic reconstruction was performed using an
ePIE® based algorithm written in GPU accelerated C++ code. For the
reconstruction, the diffraction patterns were cropped to 256 X 256
pixels resulting in a pixel size of 12.76 nm for the reconstructed images
shown below. The illumination was initialized from a previous
reconstruction of a resolution test pattern (NTT-AT, San Jose, CA,
USA), made of a 500 nm thick tantalum layer, containing structures of
S um in the outer regions down to 50 nm lines and spaces in the
innermost part. At the sample position, the full width at half maximum
of the illuminating amplitude was about 980 nm X 920 nm.

Scanning X-ray Nanodiffraction. X-ray diffraction experi-
ments*>*** were performed at the same beamline and, importantly,
on the same sample as the ptychography experiments described above.
At the focal position with a beam size of 100 nm X 150 nm (horizontal
X vertical, full width at half maximum), the primary beam intensity was
about 3 X 10° photons/s. Behind the sample, a 6 cm long flight tube
filled with helium was installed to reduce air scattering. A beam stop
was attached to the exit window of the flight tube to block the primary
beam. The scattered intensity was recorded with the same Maxipix
detector as for ptychography, but placed at a sample-to-detector
distance of about 0.9 m as a compromise to keep absorption of the
scattering signal by air at a minimum and to ensure sufficient speckle
sampling. The sample was aligned with the beam by performing a
coarse scan with a step size of 500 nm and an exposure time of 30 ms.
In order to obtain a real space visualization of the cell, X-ray dark-field
images were computed by summing up the total number of scattered
photons in each 2D diffraction pattern and plotting these values on a
color scale. Finer scans were performed with smaller step sizes of 100
nm and longer exposure times of 1 s, corresponding to an estimated
dose®***® of about 10° Gy.

Unless otherwise stated, diffraction patterns were analyzed by self-
written MatLab scripts (The MathWorks, Inc., Natick, MA, USA).
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Coordinate system of the simulated diffraction patterns

Simulated 2D diffraction patterns of an assembly of filaments arranged in a hexagonal lattice
are produced using the equations described in Priebe et al.! Six independent parameters are
required, three structural parameters (the radius r, the distance between filaments a and
their length L) and three orientational parameters. The optical axis is along the x direction,
as shown in Fig. 3a of the main article. The angle 9 is thus defined as the angle between
the bundle and the X-ray beam, i.e. the z-axis. Thus an angle of ¥ = 0° corresponds to a
bundle aligned with the beam direction, whereas an angle 1 = 90° corresponds to a bundle
pointing perpendicular to the beam direction. The angle ¥ corresponds to the rotation of
the bundle about its long axis. The angle  is defined as the angle of the bundle in the y — 2z
plane when projected into the detector plane, thus an angle y = 0° corresponds to a bundle
parallel to the y-axis.

In order to simulate the diffraction pattern, the three structural and rotational parameters
used in the form and structure factors as described in Eq. 2, 3 and 4 of the main article,
have to be defined. Eq. 3 and 4 show, how the three structural parameters are involved and
here we introduce the three angles in order to simulate the diffraction patterns. First, the
reciprocal space vectors gy, . are rotated around the z-axis by the angle x, to obtain the new
detector axes q;’z and thus the scattering pattern is aligned with the y-axis. In a second
step, the components of the scattering vector, parallel (z-direction) and perpendicular to the

bundle axis are computed:
Q. = q.sin?

Q, = (g + g2 cosV)"?

(1)

Finally, the rotation of the bundle about its long axis used for the structure factor is per-

formed as followed:
Q. =Q,cos ¥
Q,=Q,sinV¥

(2)
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Fitting procedure

After computation of a first 2D pattern, the radial intensity /g, (q) is estimated by deriving
the intensity values along the central line of the streak. We use a non-linear least-square
optimization to fit Ismu(¢) to the experimental data Ie.,(¢) by minimizing the following

expression:

Iexp(qi) - Isimu(qi) ’

O

min

3)

where o; are the statistical uncertainties of the experimental data points leading to Ioxp,(q).
In order to reduce the number of free parameters, the angle x is determined by a previously
described method,? where an ellipse is fitted to the pattern, thus providing the orientation
of the streak in the detector plane. In addition, the angle ¥ is fixed to 90° since we know
that the cells are relatively flat.® We have estimated the thickness of the dried cells to about
5 pum at the nucleus position and the cell is even thinner at peripheric regions. The length of
the filaments is set to 30 nm, corresponding to 7/g,..., the maximal particle feature dimension
that can be resolved according to the Nyquist theorem. Thus, the parameters ¥ and L are
fixed to 90° and 30 nm, respectively, and the parameter x is determined for each 2D pattern
by the ellipse fitting method.? Therefore, the remaining free parameters are 7, a and 1. We
use the following lower and upper bounds: 3 nm < r < 8 nm, 8 nm < ¢ < 30 nm and
0° < ¢ < 60° for the minimization procedure. Starting values for the fitting procedure are

a radius of r = 4 nm, a distance between filaments of ¢« = 14 nm and an angle ¥ = 30°.
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Figure S1: Additional data showing the correlation between ptychography and X-ray scan-
ning nano-diffraction. a-b) Ptychography images of a whole cell, scale bar 5 um, and c-d)
details from the ROIs shown in a-b) by the black boxes. e-f) Dark-field images from the
same region as in c¢-d), calculated from nano-diffraction with a step size of 100 nm, In c-d)
and e-f) the field of view corresponds to 6 x 6 um?.
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Figure S2: Additional data showing the correlation between ptychography and X-ray scan-
ning nano-diffraction. a-b) Ptychography images of a whole cell, scale bar 5 um, and c¢-d)
details from the ROIs shown in a-b) by the black boxes. e-f) Dark-field images from the
same region as in ¢-d), calculated from nano-diffraction with a step size of 100 nm, In c¢-d)
and e-f) the field of view corresponds to 6 x 6 um2. In panel f) the change of intensity is
due to an increase of the primary beam intensity because of the refill of the storage ring.
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Chapter 6

Monitoring DNA Condensation
During the Cell Cycle by X-Ray
Nano-Diffraction

What we know is a drop, what we don’t know is an ocean.

— Sir Isaac Newton

6.1 Introduction

During cell division, the DNA, 2 nm in diameter and about 2 m long undergoes a com-
paction process and lead to the formation of chromosomes. The DNA double-helices is
wrapped around histone proteins, making fibres of 10 nm diameter formed by several
nucleosomes or beads-on-a-string [118-120]. Before being dragged into the daughter
cells, in the metaphase part of the mitosis, the chromosomes have a diameter of about
1 um. While the DNA double helix structure has been resolved by X-ray diffraction in
the 1950s [121], very little is known about the structures formed in between the 10 to
11 nm and 200 nm [122], during the interphase and prophase. It is assumed that these
11 nm fibres fold into chromatin fibres, 30 nm in diameter [123, 124], forming coiled
structures of 300 nm diameter, coiled-coil complexes of 700 nm and finally chromo-
somes, about 1 ym in diameter [125,126]. While the 30 nm chromatin fibres have been
observed in vitro [127,128], no clear evidence of such a structure has been reported in
vivo, and its existence is still very debated [126,129, 130].

Hard X-ray imaging provides information at the nanoscale owing to the small wave-
length, typically below 2 A and can be applied to whole cells due to a high penetration
depth. This is not the case for conventional electron microscopy, that was used in the
past to image nucleosomes and DNA packing [118, 127, 197]. In conventional small-
angle scattering [77, 131], the information is an average over all structures and orien-
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tations present in the beam. With this technique, one can access structural character-
istics (shape, size, compactness) of particles ranging from one to a hundred nanome-
tres [144]. With the new developments in X-ray focusing optics (see section 1.1), it is
nowadays possible to obtain sub hundred nanometres focused X-ray beams routinely
at synchrotron facilities [11, 13, 15]. In the past, we and others have successfully em-
ployed scanning X-ray nano-diffraction on whole cells [40,47,59,61]. Taking advantage
of the nano-focused X-ray beam, it was possible to resolve the local orientation and
structure of the keratin network in full unstained cells [76, 78].

Although DNA, chromatin and chromosomes have been studied in vitro by small-
angle neutron or X-ray scattering [198-200], diffraction [201] or coherent diffractive
imaging [202] (see section 1.3.2). Here we report results from an in situ analysis of
the nucleus content of 3T3 fibroblast cells [203]. By scanning the samples (in freeze-
dried state) through the highly intense synchrotron beam with step sizes of 250 nm,
we gather diffraction or scattering patterns of precise positions in the nucleus. Owing
to the small beam size, we reduced the impact of averaging over the different struc-
tures. Additionally, by recording the time evolution of the cell area, we could classify the
measured cells in different categories according to the cell cycle, and access structural
changes of the nucleus content induced by the cell cycle dynamics. We could quantify
the compaction of DNA inside the nucleus over the cell cycle by comparing different
cells and by using appropriate analysis tools, i.e. the asymptotic behaviour at high scat-
tering angles of the scattering signal as derived by Porod [154] and Debye [155]. Thus
we could clearly show the difference in the scattering signal from the 2n DNA in the
G1-phase and 4n DNA after replication in the G2-phase of the cell cycle. Furthermore,
we tried to access local information inside a single nucleus for the search of specific
30 nm fibres, or related chromatin fibres, by analysing single scattering patterns. We
present results of a label-free technique to study important biological processes such
as the DNA condensation and reorganisation inside cells.

6.2 Materials and Methods

6.2.1 Cell Culture and Sample Preparation

We used 3T3 fibroblasts (NIH strain) from Swiss albino mouse embryos [203], whose
nucleus has a diameter of about 10 x 10 um?. The cells were grown in cell culture
dishes in low glucose (1.0 g/L) Dulbecco’s Modified Eagle Medium (DMEM), supple-
mented with L-glutamine and 10% (v/v) fetal calf serum, 100 units/ml penicillin and
0.1 g/L streptomycin at 37 °C in a water-saturated atmosphere with 5% CO,. When the
cells reached about 80% confluence they were detached from the culture dishes using
0.25% (v/v) trypsin and resuspended onto a fresh culture dish into which silicon-rich
nitride membranes (frame size 5 x 5 mm?, window size 1.5 x 1.5 mm?, thickness 1 ym,
Silson Ltd, Blisworth, England) had been placed. After twelve hours, the windows were
placed in a stage-top incubation chamber, with identical culture conditions and the in-
cubation chamber was mounted on the sample stage of an inverted visible light micro-
scope (IX81, Olympus, Hamburg, Germany). In order to obtain a large field of view, a 4 x
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objective was employed and bright-field images were recorded every five minutes for
about 15 to 25 h. Afterwards, the samples were washed with phosphate-buffered saline
(PBS), fixed with 3.7% formaldehyde solution supplemented with 1% methanol for 15
minutes and washed three times five for minutes with PBS. Phase contrast microscopy
images using 10x and 20x objectives were taken of each window. Samples were plunge-
frozen and freeze-dried as described previously [40,59-61, 76] and inspected by bright-
field and phase contrast microscopy at different stages of the sample preparation to
identify possible artifacts from the preparation.

6.2.2 Scanning X-ray Nano-Diffraction

We performed the X-ray nano-diffraction experiments at the coherence applications
beamline P10 at the PETRA III storage ring (DESY, Hamburg, Germany) and used the
Gottingen Instrument for Nano Imaging with X-rays (GINIX) [169, 170].

The beam was delivered by a 5 m long undulator at an energy 7.9 keV, directly fol-
lowed by a cryo-cooled double crystal monochromator (Si-111). The beam was then fo-
cused by two Kirkpatrick-Baez (KB) mirrors (in cross geometry) as sketched in Fig. 6.1a.
The beam was focused to 350 x 430 nm? with a flux of 10'! photons/s and cleaned
by apertures before reaching the sample. The sample was mounted on a piezoelectric
stage allowing for fine translations down to 1 nm. The sample was aligned with an on-
line visible light microscope (reflectivity mode). Directly after the sample, a first beam
stop (tungsten, 100 um thickness, size 800 x 800 um?) was employed to block the pri-
mary beam. Subsequently, the scattered signal passed through a vacuum flight tube of
5 m length. The scattering signal was recorded using a single photon counting, high dy-
namic range Pilatus 300K detector (487 x 619 pixels, pixel size: 172 x 172 um?; Dectris
Ltd., Baden, Switzerland) or a Pilatus 1M detector (981 x 1043 pixels, same pixel size
as the 300K), placed in the Fraunhofer far-field. Due to the relatively high intensity of
the beam, attenuators made out of aluminium were placed in front of the sample to
reduce the beam intensity and to prevent severe radiation damage.

We first performed coarse scans of step size 2 x 2 um? and exposure time of 50 ms
to localise the cell. Subsequently, we performed fine scans on the nuclear region of the
cell, with step sizes of 250 nm in both directions and an exposure time of 100 ms. The
table 6.1, gives an overview of the experimental parameters of each scan.

Table 6.1: Overview of the scanned cells. Ay, are the scanning steps, Ny,y the number of points, Exp. corre-
spond to the exposure time, Att. corresponds to the attenuation (filter number, Tab. 2.1) and prepa-
ration corresponds to the sample preparation: Hyd. for fixed hydrated, Dried for fixed-freeze-dried
and Cryo. for cryoprotected-fixed-freeze-dried. Sample names including an N are isolated nucleus
samples and C or S are for cell samples.

Sample Position Ny y Axy (um?)  Exp.(s) Att. Preparation

CH_C28b posI 75%x75 0.5%0.5 0.1 0 Dried
10x10 2x2 0.1 0

CH_S15b pos X1 20x20 1x1 0.1 0 Dried
24x24 0.25x0.25 1 0

CH_S15b cell F 20x20 2x2 0.1 0 Dried
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48x48 0.25x0.25 2 0

CH_S15b cell G 20x20 2x2 0.1 0 Dried
64%x32 0.25x%0.25 2 0

CH_S15b cellY 30%30 2x2 0.1 0 Dried
40x40 0.25x%0.25 0.5 0
30x30 2x2 0.05 0

CH_S15b cellZ 40%40 0.25x0.25 0.1 0 Dried
40x40 0.25x%0.25 0.1 0

CH_S15d cell B 40x40 2x2 0.05 1 Dried
80x80 0.25x0.25 0.05 0

CH_S15e cell B 40x40 0.1x0.1 0.1 1 Dried

CH_S15e cella 60x60 0.1x0.1 0.1 1 Dried

CH_S15f cell o 40x40 2x2 0.05 1 Dried
80x80 0.25x0.25 0.05 0

CH_S15f celly 30x30 2x2 0.05 1 Dried
80x80 0.25x%0.25 0.05 1

CH_S15f cell B 30x30 2x2 0.05 1 Dried
CH_S15f 100x100 0.25x0.25 0.05 0

CH_S15f cell 6 40x40 2x2 0.05 1 Dried
80x80 0.25x0.25 0.05 1
40x40 2%x2 0.05 1

CH_S15f cell e up 80x80 0.25x0.25 0.05 1 Dried
cell e down 80x80 0.25x0.25 0.05 1

CH_S15f cellM 20x20 2x2 0.05 1 Dried
48x48 0.25x%0.25 0.05 1

CH_S15f cell Y2 30x30 2x2 0.05 1 Dried

CH_S15f cell O 30x30 2x2 0.05 1 Dried
64 %64 0.25x0.25 0.05 1

CH_S15f cell K 35x35 2x2 0.05 1 Dried

CH_S15f cellN 15%30 2x2 0.05 1 Dried
48x48 0.25x0.25 0.05 0

CH_S15f cell B 30x30 2x2 0.05 1 Dried
96x96 0.25x%0.25 0.05 0

CH_S15g celle 30x30 2x2 0.05 1 Cryo.
96x96 0.25x0.25 0.1 0
30x30 0.25x0.25 0.05 0

CH_S15g cell 1 96x96 2x2 0.05 0 Cryo.
48x48 0.25x0.5 0.05 0

CH_N2 pos 1 15x15 2x2 0.05 1 Cryo.
64 x64 0.25x0.25 0.05 0

CH_N2 pos 2 10x10 2x2 0.05 1 Cryo.
64 %64 0.25x%0.25 0.1 0

CH_N2 pos 3 10x10 2x2 0.05 1 Cryo.
10x10 2x2 0.05 1
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CH_N2 pos 4 20x20 2x2 0.05 1 Cryo.
64 %60 0.25x0.25 1 0

CH_N2 pos 6 10x10 2x2 0.05 1 Cryo.
88x88 0.25x0.25 0.1 0

CH_N2 pos 6 10x10 2x2 0.05 1 Cryo.
80x80 0.25%x0.25 0.1 0

CH_N5 pos 1 15x15 2x2 0.05 1 Dried
48x48 0.25%x0.25 0.1 0

CH_S15d cell B 10x10 2x2 0.05 1 Dried

CH_S15d 48x48 0.25%x0.25 0.05 1

CH_N5 pos 11 40x40 2x2 0.05 1 Dried
80x80 0.25%x0.25 0.1 0

CH_N5 pos 6d 10x10 2x2 0.05 1 Dried
48x48 0.25%x0.25 0.1 0

CH_N5 pos 6u 20x20 2x2 0.05 1 Dried
48x48 0.25x0.25 0.1 0

CH_N5 pos 3 40x40 2%2 0.05 1 Dried
64x64 0.25%x0.25 0.1 0

CH_N5 pos 2 64 x64 0.25x0.25 0.1 0 Cryo.
64x64 0.25x0.25 0.1 0

CH_N5b pos 9 30x30 2x2 0.05 1 Cryo.
96x128 0.25%x0.25 0.1 0

CH_N5b pos 7 20%20 2x2 0.05 1 Cryo.
64 %64 0.25%x0.25 0.1 0
20x%20 2%x2 0.05 1

CH_N5b pos 4 20%20 2x2 0.05 1 Cryo.
80x80 0.25%x0.25 0.1 1

CH_S9 pos 3 40%40 2x2 0.05 1 Hyd.
60x60 0.5x0.5 0.08 1

CH_S9 pos 4 40x10 1x3 0.05 1 Hyd.
40x%20 1x2 0.05 1

CH_S9 pos5 80x80 0.5x0.5 0.05 1 Hyd.

CH_C20 15x15 2%2 0.05 1

CH_C20 pos 1 64x96 0.25%x0.25 0.1 1 Dried
64x48 0.25x0.25 0.1 1

CH_C20 pos 2 40%20 2x2 0.05 2 Dried
96x80 0.25x0.25 0.1 0

CH_C20 pos 3 20x40 2x2 0.05 2 Dried.
64x96 0.25x0.25 0.1 0

CH_C20 pos 4 30x20 2%2 0.05 2 Dried
96x80 0.25%0.25 0.1 0

CH_C20 pos 5 40x30 2x2 0.05 2 Dried
80x80 0.25%x0.25 0.1 0

CH_C20 pos 6 30x30 2x2 0.05 0 Dried
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80x112 0.25x0.25 0.05 0

CH_S19 pos 2 60x60 1x1 0.05 1 Hyd.

CH_S19 pos 3 120x120 0.5x0.5 0.1 1 Hyd.

CH_S17 pos 1 40%20 1x1 0.05 1 Hyd.
80x96 0.25x0.25 0.1 1

CH_S17 pos 2 40x20 1x1 0.05 1 Hyd.
80x60 0.25%0.25 0.1 1

CH_C20b pos7 50%30 2x2 0.1 3 Dried.
80x80 0.25x0.25 0.1 1

CH_C20b pos 8 30x30 2x2 0.05 4 Dried
96x96 0.25x0.25 0.1 1

CH_C20b pos 9 20x20 2x2 0.05 4 Dried.
80x64 0.25%x0.25 0.1 1

CH_C20b pos 10 40%40 2x2 0.05 4 Dried

CH_C20b pos 11 15x15 2x2 0.05 4 Dried

CH_C20c pos 11 64x80 0.25x%0.25 0.1 1 Dried
16x40 0.25%x0.25 0.1 1

CH_C20c pos 13 40x40 2x2 0.05 4 Dried
128x80 0.25x0.25 0.1 1

6.2.3 Data Analysis

The intensity recorded on the detector corresponds to the square modulus of the am-
plitude of the specimen’s exit wave field. In order to visualise the cell in real space, we
computed X-ray dark-field images by integrating the full 2D diffraction patterns and
plotting this integrated value at the position of the scan point. Furthermore, we anal-
ysed the individual diffraction patterns. The 2D patterns were reduced to 1D radial in-
tensity curves I(g) by azimuthal integration. The curves were plotted against the scat-

tering vector q = |/ g5 + g% with magnitude:

4w .
g =—sinf 6.1)

A
where A is the X-ray wavelength and 26 is the scattering angle. With our setup char-
acteristics, we had access to a g range of about [0.08, 1.04] nm™!, thus accessing real
space structures of about 6 to 80 nm. All diffraction patterns were corrected for expo-
sure time and transmission of the filter used to reduce the primary beam intensity. Ad-
ditionally, the beam current was used to normalise each scan point in order to account
for variations of the beam intensity.
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X-ray beam verical and horizontal cells on SizN,
focusing KB miror membrane

detector

Figure 6.1: a) Sketch of the setup. The X-ray beam points along the x-axis and the sample is scanned through
the beam in the y- and z-directions. b) Photograph of the sample environment at the P10 beamline.
¢) Bright-field image of freeze-dried cells on a silicon-rich nitride membrane (side length of the
whole window is 1.5 mm).

The radial intensity curves were then fitted to a Porod power law [154, 155]:
I(q)=Sq *+B (6.2)

where S is the Porod constant, « is the Porod exponent and B is a constant that ac-
counts for inelastic and incoherent scattering and small density fluctuations in the
sample. All the curves were fitted in the ¢ range [0.12, 1.03] nm~! by a non-linear least
squares minimisation.

6.3 Results and Discussion

6.3.1 Assessing Radiation Damage

It is possible to image hydrated and even living cells by scanning nano-diffraction
[59, 167], but the electron density contrast between sample and environment is low,
preventing the exploitation of individual diffraction patterns. Moreover, in liquids the
motility of free radicals produced by water radiolysis [33] is very pronounced, leading
to severe radiation damage [33, 35, 36]. Thus, in the past, we have mostly focused on
freeze-dried samples providing a comparatively high electron density contrast and re-
ducing the effect of radiation damage [60, 76, 78]. However, radiation damage still re-
mains a challenge and nanoscale defects caused by the radiation have to be carefully
assessed. We have previously shown [59] that such nanoscale changes are observable in
average diffraction patterns and the related power law decay (Porod exponents). Thus,
we compare different experimental settings for freeze-dried samples with a few record-
ings of cryoprotected samples. Cryoprotection has been shown to reduce the impact of
ionising radiation [39,40], with the drawback of a more sophisticated and less versatile
experimental setup.
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Figure 6.2: a) Phase contrast image of a chemically fixed cell before freeze-drying. The black box indicates
the ROI for the X-ray scan. The scale bar indicates 25 um. b) X-ray dark-field image of the ROI
indicated in a). The scale bar indicates 2.5 um. c) ROIs chosen for data analysis: background (blue),
cytoplasm (light grey), euchromatin (red) and heterochromatin (dark grey). d-g) Average signal
derived from the ROIs, d) background, e) cytoplasm, f) euchromatin and g) heterochromatin.

In total, we record the signal of 29 intact cells (26 freeze-dried and three in cryopro-
tected conditions). For each sample, regions of interests (ROIs) are manually selected,
and all diffraction patterns within these ROIs are averaged in order to obtain one 2D
pattern for each ROI.

An example of a typical scan is presented in Fig. 6.2. Fig. 6.2a shows a visible light
phase contrast micrograph of the cell for comparison. In the X-ray dark-field image in
Fig. 6.2b different regions in the cell are identified as indicated by the coloured ROIs in
panel c. Within the nucleus we distinguish denser, more strongly scattering regions
(yellow to red on the colour scale in Fig. 6.2b) and less dense regions. In compari-
son to the visible light micrograph (Fig. 6.2a) the globular dense regions (indicated by
the black arrows) can be assigned to nucleoli [204, 205]. Note that additional strongly
scattering material, which we assign to heterochromatin, is not visible in the visible
light micrograph. By contrast, we assign the less densely packed material to euchro-
matin [206-208]. The average signal for each of the four ROIs is shown in Figs. 6.2d-g.
Each average pattern is azimuthally integrated and the 1D curves are background cor-
rected by the signal from the empty region (blue in panel c of Fig. 6.2). The radial in-
tensity curves are plotted against the magnitude of the scattering vector ¢, as shown
in Fig. 6.3a. The curves are then fitted by the Porod law, Eq. 6.2 to derive the expo-
nent a and the multiplicative constant S. As expected from the dark-field image, the
heterochromatin and nucleoli scatter more strongly than the euchromatin, which still
scatters more strongly than the cytoplasm. We find similar exponents «a for the three
ROIs but very different values for S.
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The Porod exponents «a of the investigated samples are shown in Fig. 6.3b. For the
freeze-dried samples (red symbols) two groups of data points can be identified, a close
to 3.6 and «a close to 4, which can almost unambiguously be assigned to data recorded
with the full beam (transmission T = 1) and to data recorded with an attenuated beam
(transmission T = 0.28), respectively. Thus, the difference in the exponent may be
caused by radiation damage induced by the primary beam intensity. This hypothesis is
supported by a direct comparison to data recorded from cryoprotected samples (grey
symbols in Fig. 6.3b). Here, we measure values for a around 4.3, independent of the
attenuation. The different settings are marked by (0) for no attenuation and a transmis-
sion of T'=1 and (1) for a transmission of T = 0.28, respectively, for each individual data
point. We therefore conclude that with a beam attenuation by a factor of 3.6, the radia-
tion damage is reduced almost to the level also reached by cryoprotection. As a conse-
quence of this assessment, in the following we only consider recordings at T = 0.28.

6.3.2 Temporal Evolution of DNA-Nanostructure During the Cell
Cycle

In order to relate nuclear nanostructure to the different stages in the cell cycle, each
cell needs to be analysed according to previous divisions. Thus, we record time-lapse
visible light bright-field microscopy movies (1 image every 5 minutes, duration 15 to
25 hours) of the cells grown on silicon-rich nitride membranes. In Fig. 6.4a, a sketch of
the cell cycle is shown. During gap 1 (G1) and gap 2 (G2) phase, cells and nuclei grow
in volume [129,209,210] and we observe an increase of the projected area. In-between,
during synthesis (S) phase) the DNA is replicated [211,212]. During mitosis (M) phase,
cell division takes place. By analysing the movies, we estimate the time between two
consecutive divisions (M-phases), as shown in the histogram in Fig. 6.4b. We find an
average cell cycle time length of 14.7 + 3.0 hours. Fig. 6.4d shows individual movie
frames at selected time points with the tracked cells marked by the blue arrows.
Additionally, we extract the cell area and plot it against time as shown in Fig 6.4c.
We define the time point ¢ = 0 as the first movie frame where two daughter cells are
distinguishable and track one of the daughter cells over time. The increase in cell area
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fits by Porod law (Eq. 6.2). b) Porod exponents a of all instigated samples, i.e. intact cells in freeze-
dried and cryoprotected conditions.
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is characterised by three major phases, a lag phase (L-phase), a fast expansion phase
(E-phase) and a slower spreading phase (Sp-phase) [213]. L-phase is regulated by com-
plex actin filament assembly and the cells are spherical [214]. In the E-phase the cells
flatten and form thin disks [214]. It is characterised by a fast growth of the cell area.
Subsequently, cell growth slows down and finally reaches a plateau at the end of the
Sp-phase and the cell prepares for mitosis.

For our data analysis, we identify four groups of samples: i) Cells in the E-phase (cor-
responding to G1), ii) cells in the early Sp-phase (corresponding to late G1 and early S),
iii) cells in the intermediate Sp-phase (corresponding to late S and early G2) and iv)
cells in the late Sp-phase (corresponding to G2). For each cell, A(f) was investigated in
order to reveal the approximate stage of the cell in the cell cycle at the time point of fix-
ation. The Porod exponent of the whole nucleus was computed using Eq. 6.2. Fig. 6.4e
shows the Porod exponents of 16 nuclei plotted against the estimated cell cycle time
point. We see an increase of the Porod exponent from GO to G1. Subsequently a de-
creases along the cell cycle. Cells in GO are small and thus the DNA is more compacted
than for cells in G1. As can be seen from Fig. 6.4c, the cell has an area 4 times larger at
the end of the E-phase compared to its beginning. Then the size of the cells increases
slowly and the DNA content in the nucleus is doubled leading to a more compact state,
in agreement with the decrease in the Porod exponent [215,216].
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Figure 6.4: a) Sketch of the different phases in the cell cycle. b) Histogram of the cell cycle time measured be-
tween two consecutive mitoses of 33 cells. ¢) Area A(t) of the cell marked in panel d plotted against
time. Three growth phases are represented, the lag phase (L), the expansion phase (E) and the slow
or steady spreading phase (Sp). d) Snap-shot images of visible light phase contrast tracking of a
cell over time. t = 0 corresponds to the time when the two daughter cells separate; the sample was
chemically fixed after 15.3 hours of time-lapse recording. Blue arrows mark the cell that is tracked.
The scale bars indicate 50 um. e) Porod exponents plotted against the cell cycle time points, error
bars indicate the standard error.



6.3. Results and Discussion 107

dark-field Porod constant S

Nuc. high intensity
27 Nuc. low intensity
M Cytoplasm

Nuc. high in(ensilyi
2% Nuc. low intensity !
150 [ Cytoplasm

freq uency
(=]
o

2 2

-44 -42 -4 38 36 5 1 15
Porod exponent a Porod constanteS, x 10
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6.3.3 Spatially Resolved Analysis of DNA Nanostructure

We record a full diffraction pattern in each scan point (250 nm x 250 nm). Therefore,
apart from the temporal evolution of DNA-nanostructure during cell division as re-
ported above, we have access to local information at a real space resolution of 250
nm. Fig. 6.5 shows an example, where, as in Fig. 6.2a and b, the cytoplasm as well as
two nuclear regions (high intensity and low intensity in X-ray dark-field contrast) can
be distinguished (panel a). Instead of averaging the patterns as above, we analyse each
pattern individually according to Eq. 6.2. Both the Porod exponent a and the Porod
constant S are plotted as maps in Fig. 6.5b and c, respectively.

a provides information about the morphology of the sample [77,131]. Thus, for an
ideally thin rod a = 1, for a thin sheet a = 2 and for a 3D object with a smooth surface
a = 4. Non-integer values are typical of mass fractals (exponent between 1 and 3) and
surface fractals (exponent between 3 and 4) [217, 218]. Experimentally, a value of 3.7
was found for DNA helices and 1.7 for DNA coils [215]. An exponent of 3.5 was reported
corresponding to sponge-like structures [219]. The Porod exponent « is fairly homoge-
neously distributed within the investigated area (nucleus and cytoplasm) as shown in
Fig. 6.5b and no pronounced differences between the different nuclear regions and
between nucleus and cytoplasm are observed. Fig. 6.5e shows histograms for each re-
gion (cytoplasm, heterochromatin/nucleoli and euchromatin) of the Porod exponents
derived from the analysis of an individual cell. The distributions are fitted by Gaussian
functions (see supplementary figure S3) and reveals that the mean is on the order a = 4
for all of them, whereas the standard deviation is slightly increased for the cytoplasm,
indicating an increased structural heterogeneity as compared to the nucleus. Tab. 6.2
summarises these results.
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Table 6.2: Means and standard deviations of the Porod exponent a and constant S distributions of three ROIs
within the cell shown in Fig. 6.5.

ROI mean std
nucleus high 3.98+0.01 0.16 +0.01
Porod exponent a nucleus low 3.99+£0.01 0.15+0.01
cytoplasm 4.04£0.01 0.21£0.02
nucleus high (143+0.3) x107% (5.5+0.3) x10~*
Porod constant S nucleus low (8.7+0.2) x1074 (5.1+0.2) x1074
cytoplasm (2.040.2) x107* (2.6+0.3) x 1074

In addition to the Porod exponent, which has been widely analysed for cell samples
in the past [40, 59, 61], Eq. 6.2 gives rise to the Porod constant S (shown in Fig. 6.5c as a
2D map and in panel e as histograms. The spatial distribution resembles the dark-field
image, with regions of higher and lower values in the nucleus. Tab. 6.2 and Fig. 6.6 show
distinctly different values for the three ROIs, where S is highest for the high intensity
part of the nucleus and the lowest for regions located in the cytoplasm. In order to
interpret the Porod constant S in a physical way, we recall that it is directly related to
the specific surface or surface-to-volume ratio Sy [220,221]:

S=21(Ap)*S, (6.3)

where Ap is the electron density contrast defined as Ap = psample — Psolvent- Thus, Sy
provides information about the compactness and the size of the probed objects. Larger
values of S, are expected for (i) smaller and (ii) less compact objects or a higher den-
sity. Fig. 6.6c depicts Sy for the two aforementioned categories with the “sample” in
blue and the background in gray. As shown by Eq. 6.3, S is also directly related to the
square of the electron density contrast of the sample. Thus, increased values of S either
indicates higher electron density contrast, or a less compact system or smaller particle
size. From the dark-field images, Ap is not quantitatively accessible. However, by the
use of other SAXS quantities, it is possible to obtain an approximation of Sy.The Porod
invariant Q is given by:
o0 2 21 I()
Q= [~ Hagtdg =0
0 %4
where [ is the zero angle (forward) scattering and V the volume of the scatterers. How-
ever, in any real experiment, the SAXS signal is only collected for g-values between gmin
and gmax. Thus the values at low angles from 0 to g are determined by Guinier’s ap-

I 0 qfnin

(6.4)

proximation Qguinier = and the values at high angles between gmax t0 goo are

S
extrapolated using Porod’s leading to Qporoq = —— (see supplementary information
max
for a detailed mathematical description) [79]. The scattering intensity is defined as:
I(q) = NV*(Ap)*F()S(q) (6.5)

where N is the number of particles, F(g) and S(g) the form and structure factors, re-
spectively, that is the Fourier transforms of the shape and spatial arrangement of the
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system. We can now combine Eqgs. 6.3, 6.4 and 6.5 to the expression of Sy as:

S
(@~ 1qQ2

The scattering signal is stemming from the probed volume defined by the beam dimen-
sion and the thickness of the cell. From one scan point to another we can assume that
the probed volume remains constant, at least at the points in the nucleus, where the
thickness of the cells is similar. Moreover, we can assume that the nuclear constituents
are similar and occur in the same ratio at different positions. Therefore, in equation 6.6,
we keep the parameters N, F(q), Iy and §(q) constant. Fig. 6.5d shows the S, map of
one cell. As expected, we regions of lower values regions that correspond to the high
intensity in the dark-field contrast.

Sy=NFSI32n (6.6)

6.3.4 Discussion

We found for three groups of cells: i) freeze-dried and transmission 7 = 1, ii) freeze-
dried and transmission T = 0.28, and iii) cryoprotected, different values of the Porod
exponent. This can directly be related to radiation damage, where the exponents are
close to 3.6, 4 and 4.3, for i), ii) and iii), respectively. A study on radiation damage of
polysaccharide starch granules also revealed a decrease of the exponent while increas-
ing the exposure time [222]. As only a few cells were recorded in cryoprotection state,
the analysis was focused on freeze-dried cells acquired at a transmission 7 = 0.28. Addi-
tionally, repeated exposures of the same cells also concluded at a decrease of the Porod
exponent [40].

Our analysis of nano-diffraction experiments on nuclei reveals that nucle-
oli/heterochromatin regions in the nucleus scatters the strongest, while the cytoplasm
region scatter the lowest. The scattering power of a material is directly related to the
electron density, number of scatterers and their volume. As the probed volume is small
(~ 0.35 x 0.43 x 5 um®) and constant from one scan point to another, the dark-field
image gives a qualitative measure of the electron density. However, our findings have
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to be carefully interpreted. We have used a Porod power law to extract the Porod ex-
ponent and constant for average regions. With the additional information given by the
temporal evolution of 16 different cells, we show that the nucleus regions have different
values of the Porod constant along the cell cycle. The decrease of the exponent seen in
Fig.6.4e can be interpreted by a more compact system. As we found non-integer values,
typical of fractals or non-particulate systems, other analysis tools such as the Beaucage
model could have been envisaged [223,224]. However, this model that unifies the low g
regions (Guinier regime) and the high g regions (Porod regime) is more complex. Here,
we have used a more common Porod power law analysis as we believe the accessible
g range does not present a Guinier region due to the size of the particles. Furthermore,
the quality of the fits with the Porod power law is high.

The local information is also investigated, where we show the different behaviours
of the Porod constant and exponent within a cell. The distribution of exponents for the
ROIs have very similar mean values. When we compare the two analysis schemes: i)
average information then Porod law fit (Fig. 6.4e) and ii) mean value of the distribution
of Porod law exponents (Fig. 6.6a), we found very similar findings. For all the cells, the
mean exponent stemming from the cytoplasm region, show a much less spread distri-
bution when plotted along the estimated cell cycle time points. As we do not expect the
cytoplasm and cytoskeleton constituents to compact within the cell cycle this is a good
clue that the analysis is solid. Within one cell the standard deviation of the distribution
of exponents is higher, and indicates an increased heterogeneity. As the cytoplasm and
cytoskeleton consist of many proteins of different sizes, we expect the distribution to
be more spread. More interestingly, the constant S shows different distribution for the
different ROIs. For all the 16 cells, the S value is the smallest in the high intensity parts
of the nucleus and the highest for the cytoplasm.

6.4 Conclusion

By combining temporal (A(?) curves) and structural (X-ray nano-diffraction) informa-
tion we are able to monitor the DNA during the cell cycle. While previous study did
not use the temporal information, here we can quantify the compaction of DNA. This
method does not rely on fluorescence techniques as X-ray are interacting directly with
the electron density. DNA is present in high quantity in cells and can be easily im-
aged by scanning X-ray nano-diffraction. Furthermore, by fitting the data to a Porod
law, we could demonstrate that the DNA as different structural characteristics in the
different stage of the cell cycle. As expected, we found different compaction levels be-
tween the G1-phase and G2-phase as the DNA content is doubled in between these
two phases. We have also shown that local variation of the exponents and constants
(from the Porod’s law) are very different. The exponent remains the same for the dif-
ferent structures: the cytoplasm, the nucleus high intensity and the nucleus low inten-
sity. Interestingly, the Porod constant is very different for these three regions of interest.
The constant is directly related to the surface to volume ratio and can be linked to the
compaction or size of the probed system. With the additional information provided by
the phase of the exit wave field, which is missing in this study, it would be possible to



6.5. Supporting Information for Publication 111

obtain a real quantification of the system. The phase could be retrieved by ptychogra-
phy or measured by holography. Combining several X-ray imaging modalities would
be beneficial to the search of the chromatin fibres.

6.5 Supporting Information for Publication

6.5.1 Additional Figures

To support the results presented in the main article, additional figures are shown here.
Fig. 6.7 show the Porod fits of the average ROI signal from six cells. Fig. 6.8 show another
example of the Fig. 5. The distributions given in Fig. 5 are fitted by a Gaussian function,
the fits are given in Fig. 6.9.
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Figure 6.7: Results of the Porod law fit for six cells. The Porod exponent « and Porod constant S are also in-
dicated for each cell and for the three regions of interest: i) nucleus high intensity, ii) nucleus low
intensity, and iii) cytoplasm.
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6.5.2 Surface to Volume Ratio Sy

In Fig. 6¢ of the article, the surface to volume ratio of three systems composed of cubes
are compared. Tab. 6.3 shows the calculation of these three systems. We find that S¢ >
Sh =SB

Table 6.3: Calculation of Sy for three different systems as represented in Fig. 6. Case A is composed of 12 cubes
of side length 2 (a.u.). Case B is also composed of 12 cubes of side length 2 (a.u.) but some are in
contact. Case C is composed of 12 cubes of side length 0.5 (a.u.).

System  Face surface (a.u.?) Cubesurface (a.u.?) Volume (au’) S, (auw™)

AandC 22=4 6x4=24 25=8 )
B 22 =4 4x3+2x1=14 28=8 _175

4
D 0.5 =0.25 6x0.25=1.5 0.5°=0.125 (ﬁ% =12
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Figure 6.9: Gaussian fits of the Porod exponents a and Porod constant S distributions given in Fig. 5. The
results of the fits, mean and standard deviation are given in Tab.1.

6.5.3 Porod Invariant Calculation

In the main text, the Porod invariant Q is used to compute maps of a the Porod expo-
nent and S the Porod constant. The Porod invariant equation given is:

Q= fo I(q)q°dq (6.7)

As the scattering signal is not acquired from 0 to oo, this equation has been separated
in three terms as:

Jmin 9 Gmax 2 OO 2
Q:fo I(q)q dq+f I(q)q dq+f I(q)g°dq
q ‘max

min

(6.8)

Q = QGuinier + QExperimental + Qporod

The first term of this equation Qguinier can be estimated using the Guinier’s approxima-
tion:

_qZRZ
1(g) = Ipexp (Tg) (6.9)

By substituting Eq. 6.9 in Eq. 6.8 we obtain:

2 n2
Gmin —6] R
QGuinier = fO Ipexp (Tg) Elqu (6.10)
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Using the Taylor series expression of exp(—g?) = 1— g% + ’;—T — %? +---+0(g™ in Eq. 6.10,

we have:
qZRZ

Jmin
QGuinier = IOL 672 - ququ

3 5 2
Dmin 9min Rg
-

3 15 (6.11)
but Guinier is only valid for gR; < 1, so q° < q°, hence,

QGuinier = Io

3
min
3
The third term of Eq. 6.8 can be reduced using the Porod law I1(q) = Sg~* + B:

QGuinier = Io

Qporod = f I(q) qqu
Gmax

[o¢]
Qporod = f (Sqg~*+B)g*dq

'max

B is very small and can be neglected, so (6.12)

o 2
Qporod Zf Sq- dq
S

Qporod = ——
‘max



Chapter 7

Conclusion

The measure of greatness in a scientific idea is the extent to
which it stimulates thought and opens up new lines of
research.

— Paul Dirac, The scientific work by Georges Lemaitre

In this work, two macromolecules, both essential components of cells (keratin protein
and DNA nucleic acid) were studied by X-ray techniques. I described the implementa-
tion and use of different methods to investigate these biopolymers at the nanoscale:
solution SAXS, ptychography and scanning X-ray diffraction. Keratin proteins belong
to the cytoskeleton of epithelial cells forming a dense network. This network is built
from monomers in a stepwise fashion. First, two monomers assemble to form a par-
allel heterodimer (about 2 nm diameter). Second, tetramers (4 to 5 nm diameter) are
formed by an anti-parallel lateral association of two heterodimers, note that at this
step the polarity is lost. Third, four tetramers gather together to form a unit-length fil-
ament (ULE 60 nm length and 10 nm diameter). Fourth, under ionic conditions such
as 10 mM Tris pH 7.5, ULFs combine longitudinally, undergoing an end-to-end elon-
gation phenomenon resulting in the formation of filaments. Last, under addition of
monovalent or divalent ions, filaments bind to form bundles and networks (80 nm di-
ameter). Here, keratin has been studied at three different length scales: i) filaments,
ii) bundles and iii) networks. New results were obtained relative to the assembly of
tetramers into filaments under different buffer conditions. Solution SAXS (chapter 3
and ref. [105]) revealed distinct structural and organisational characteristics of these
filaments. Scanning micro-diffraction (chapter 4) was used to study keratin at the bun-
dle scale. Very different morphologies of keratin bundles were observed at different
salt conditions. At the network scale, new imaging approaches and analysis were ap-
plied to the study of whole cells. Ptychography and scanning nano-diffraction imaging
(chapter 5 and ref. [78]) were performed on the same cells, allowing for high resolution
in real and reciprocal space, thereby revealing the internal structure of these networks.
Lastly, DNA was studied in cells by scanning nano-diffraction (chapter 6), unveiling
the compaction of DNA during the cell cycle. In this chapter, the most important find-
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ings presented in the different parts of this work and their significance are summarised.
Among the results presented in chapter 3 [105], where SAXS was used to study the as-
sembly of filaments, the most important result is that keratin filaments behave very dif-
ferently than other IF proteins such as vimentin [164]. When assemble with potassium
ions, vimentin bundles were not observed even at high concentration of monovalent
ions (160 mM KCl). While for keratin, bundling events could be seen already at 50 mM
KCL

Another important outcome was the possibility to track the spatial accumulation
of salt ions on the keratin filaments by the use of a sophisticated fitting model. A spe-
cific threshold concentration exists: below 20 mM KCI or 0.5 mM MgCl, the ions are
binding to the head and tail domains. However, only the K18 tails have an overall nega-
tive charge. Above the threshold concentration, when the total charge of the head/tail
domains is screened, the ions start to bind to the rod surface of the filament (charge of -
14 e7). Despite similar effects, the concentration of magnesium ions is about 100 times
lower than for potassium ions. Moreover, the presence of magnesium ions is leading to
thicker filaments than with potassium. One explanation could lie in the size of the ions.
Indeed, K™ ions have an ionic radius of 152 pm, while Mg?* ions have an ionic radius
of 86 pm [225]. Mg?" ions, which are much smaller in size than K* ions would have an
easier access to a higher number of negatively charged amino acids. Taking this and
the charge (twice for Mg?* than for K*) into consideration, it could explain the great
difference in the concentration of both ions. We could also show that the keratin head
and tail domains, modelled by Gaussian chains, have a radius of about 3 nm when the
concentration is greater than 25 mM KCl or 0.5 mM MgCl,, and stays constant upon
addition of more salts.

Head and tail domains play an active role in the filament and bundle formation.
Keratin 14 without tail domains are not forming bundles and showed a lower resilience
[226]. The head of keratin 5 (the partner of keratin 14) is needed for the filament elon-
gation and lateral association [227]. The properties of these filaments could be directly
linked to the cell types in which they are found and their surrounding environment.
Epithelial cells are static and are continuously exposed to mechanical stress which is
where keratin is found. Migrating fibroblast cells where vimentin is present, need to
reorganise their cytoskeleton. Furthermore, the persistence length of keratin and vi-
mentin is very different, about 500 nm [114, 191] and 2 pum [104], respectively. There-
fore, vimentin is less flexible than keratin and the static/migrating behaviours of cells
can be linked to it. Additionally, it has been suggested that vimentin was involved in
the migratory behaviour of epithelial tumour cells. Vimentin and keratin coexist in ker-
atinocytes or some metastatic cells [228, 229]. It has been shown that mutation in vi-
mentin reduced the migration of keratinocytes [230]. So, the different structural (num-
ber of monomers per cross section, 16 for keratin and 32 for vimentin) and mechanical
(vimentin is stiffer than keratin) properties of keratin and vimentin lead to different be-
haviour of cells. Vimentin in migrating cells needs to resist forces created by the change
in shape of the cell. As for keratin, it gives more flexibility to the cells as the persistence
length is smaller and the cells are able to withstand shocks.
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The results presented here provide new insight on the assembly of keratin into fila-
ments and bundles under different salt conditions. Several diseased, such as Mallory
bodies [231] or epidermolytic hyperkeratosis [112] are caused by an accumulation or
clumping of keratin IFs. In this work, only one ion species has been studied at the time.
However, in cells, many other constituents and ions can influence the behaviour of
the keratin assembly. Different ions and further investigation should be conducted in
order to understand the complex assembly in cells.

On a similar degree of importance, in chapter 5 [78], by combining ptychography
and scanning nano-diffraction, the structure of keratin networks in whole cells could
be retrieved by the use of a prior model assumption: the filaments are packed on a
hexagonal lattice as shown by EM [117,232]. Ptychograms of whole cells were recorded
at 65 nm resolution while scanning nano-diffraction had a resolution of few nanome-
tres owing to the reciprocal space information.

Moreover, the signal was fitted by two bundle models composed of seven or nine-
teen filaments. Better results were obtained with the model composed of nineteen fil-
aments. On average, the radius of each filament was 5.5 nm and the distance between
two filaments (centre of mass to centre of mass) was 15.2 nm. These values are in good
agreement with the literature values issued from EM and confocal images—a radius of
4 to 5 nm and an inter-distance of 11 to 14 nm [117,232]. But here, the preparation of
the samples was much less than the ones for EM. The information was retrieved from
whole cells, however, slightly larger values could be expected due to the fixation pro-
cess. When we compare the average bundle diameter (of eight different positions of
different bundles) from the X-ray measurements and the EM, we found similar values
of 72 nm with a standard deviation of 5 nm and a value of 81 nm and a standard de-
viation of 22 nm, respectively. With X-rays, less heterogenous bundles are seen from
the smaller standard deviation, but this can be explained by the smaller number of
positions analysed, eight in the case of X-ray and 44 by EM. Furthermore, slicing the
bundles for EM might lead to deformed structures due to the mechanical stress of the
slicing technique.

These findings may have an impact on future biological studies, as the use of several
imaging modalities on the same sample is of great interest for the analysis of biological
structures. Conventional techniques such as crystal diffraction or solution SAXS study
specimens that are far from their native environment. On the other side, microscopy
techniques such as EM or fluorescence need extensive sample preparation and with
them, the internal structure is hard to access. Here, the penetration of X-rays allows
the study of whole samples with limited or less sample preparation than microscopy
techniques. It has the advantage to capture the structure of proteins directly in their
native surroundings at a resolution of a few nanometres.

Furthermore, a link can be established between the results on keratin filaments
(chapter 3 [105]) and keratin networks (chapter 5 [78]). Keratin filaments at the head
and tail domains have an average radius of about 3 nm at concentrations greater than
25 mM KCl or 0.5 mM MgCl,. This is due to the accumulation of ions in the head/tail
regions by electrostatic interaction. On these domains, the radius remains constant at
3 nm upon addition of more ions because the negative charges of the head and tail
domains are screened by the positive ions. Thus in cells, where the average potassium
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ion concentration is about 140 mM [192] and the average magnesium concentration
ranges from 0.05 to 1 mM [193,194], we can expect the head and tail domains to have a
radius of 3 nm or larger. Furthermore, the concentration of ions in cells can have locally
higher values thus leading to more accumulation in the head and tail domains and a
greater effect on keratin filaments, bundles and networks. The head and tail domains
can also have a larger radius due to the presence of both ions and other ion species. In
keratin networks, the inter-distance from the centre of mass of two keratin filaments
is on average 15.2 nm and the average filament radius is about 5.5 nm. Hence, the dis-
tance between two filaments can be calculated as being the inter-distance minus two
times the radius. Here this is equal to 4.2 nm. This value is in the same order of magni-
tude as the 3 nm that was found from solution SAXS. The difference can be explained
by the presence of other ion species in cells such as Na* (5 to 15 mM) or Ca®* (1073 to
107 mM).

In chapter 4, in vitro keratin bundles assembled with buffer of different ionic con-
centrations and types were measured by scanning micro-diffraction. Although the re-
sults from this measuring campaign have not been fully exploited yet, a better under-
standing of the impact and role of monovalent and divalent ions can be expected.

The dark-field images correspond very well to the micrographs, which has proved
the feasibility of measuring these structures in vitro. The scattering patterns were anal-
ysed and compared in two ways: i) single patterns and ii) average patterns. In the
case of magnesium ions, it was possible to see anisotropic and isotropic patterns. The
anisotropic patterns are typical of fibre-like structures. We attributed the isotropic pat-
terns to position where many fibres or bundles are connecting due to the cross-linking
property of magnesium ions.

After one second and under a buffer mostly composed of 2 mM Tris, 1 mM MgCI2
and 100 mM KCl at pH 7.5, it has been shown that extended keratin filaments and thin
bundles are formed [188]. Larger bundles are found after a time of 30 s and the authors
have found that keratin assembles 80 times faster than vimentin. Here the kinetic of the
bundle formation was not accessible but, by triggering the buffer condition, different
bundles structures could be seen. Combining SAXS and microfluidics would give the
opportunity to track the kinetic of the bundle formation as well as their structures. At
a similar protein concentration, it has been shown that the storage modulus (ability
to store elastic energy) of desmin and vimentin depended on the salt concentration
[196]. Similar effect can be expected for keratin and structural differences might play a
role, that can be accessed with X-rays. Furthermore, it has been shown that Mg2+ ions
are cross-linking keratin filaments [103, 190, 191] or other IFs [187, 233]. Very similar
conclusion can be drawn from the micro-diffraction measurements. The divalent ions
are forming cross-linking points. In the case of K* ions no cross-linking points were
identified, but the filaments appeared to agglomerate in a parallel fashion.

The conclusion of these experiments are not yet exhaustive, but we can already say
that the analysed samples show very different structural settings. These structural dif-
ferences may help to understand the viscoelastic properties of such bundles in cells.

The analysis of nano-diffraction experiments on nuclei (in cells) revealed that nu-
cleoli and heterochromatin regions in the nucleus scatter the strongest, while the cyto-
plasm region scatter the lowest (chapter 6). With the additional temporal information
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given by the area curves over time, 16 cells were compared according to their estimated
cell cycle time point. The decrease of the Porod exponent from G1-phase to G2-phase
can be interpreted by a more compact system, as in the later phase, the DNA is doubled.
While the Porod exponent distribution of a single cell is similar for different ROIs, the
Porod constant distributions proved to be very useful to access the compaction state
by using the surface to volume ratio.

In this study, the Porod exponent (qualitative) and Porod constant (quantitative)
have been used to understand further the DNA compaction over the cell cycle. The nu-
cleoli are surrounded by densely packed heterochromatin. Identifying these regions by
high resolution through ptychography, and by performing fine nano-diffraction record-
ing will help to understand the structure of DNA packing. In addition, chromatin fibres
of 30 nm diameter might be found in these regions, and will help to answer the ques-
tions of their existence in vivo.

In this work, conventional (SAXS) and state of the art X-ray imaging techniques (pty-
chography and nano-diffraction) proved to be very effective to probe keratin and DNA
proteins. In vitro and in situ measurements have contributed to a better understanding
of these macromolecules at the nanoscale.






Appendix A

SAXS Details

People do not feel more remorse to crush ants than to
confuse concepts.

— José Ortega y Gasset

A.1 Form Factors F(q)

The development of the analytical formula for the form factor of a sphere is given here.
This calculation has been made by Lord Rayleigh in 1910 [142]. The general mathemat-
ical definition of the form factor is:

F(q) =fp(r)ei‘"r A1)
Let’s consider a solid sphere of radius R, and density p(r) = p inside the sphere. If we

now replace from the previous equation, the elementary volume dV = r?sin@dfd¢dr
and the scalar product gr = gr cos@, thus we have:

R pn p21 .
F(q) o f f [ e~ 147 c0s0) 12 in(@)dOd¢pdr A.2)
0 JO JO

R pm
F(q) 27p f f (cos(gr cos()) + isin(gr cos(0)))r*sin(@)dodr  (A.3)
0 Jo
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By the following variable substitution: X = gr cos(f) and dX = —qgrsin(0)

F(q)

R pm -dXx
anf f (cos(X) + isin(X))——dr
o Jo qr

R __
F(g) = 2mup f rzq—i[sin(X)—icos(X)]gzodr
0

R
Flq) = anf —%[sin(qrcos(@))—icos(qrcos(@))]gzodr
0

R
Flq) = anf —%[sin(—qr)—icos(—qr)—sin(qr)+icos(qr)]dr
0

Ry
Flg) = anf —2sin(gr)dr
04

iar R
F(q) = —pf rsin(gr)dr
q Jo
dm (R . , .
Flg) = 7p[ rsin(qr)dr, doing an integration by parts
0
4  [sin(gR)— qRcos(qR)
Flg) = —2p| 3o dmeond
q q
sin(qR) — qRcos(qR)
F = 4nR
@ g R
sin(qR) — qRcos(qR)
F = 3V
(q) P K

where p and V = %JTR?’ are numerical constants.

(A.4)

(A.5)

(A.6)

(A7)

(A.8)

(A.9)

(A.10)

(A.11)

(A.12)

(A.13)

The following formulas retrieved from [141] have been used to compute the form

factors F(q) of Fig. 2.10:

¢ Sphere of radius R

F(q)=3 (sin(qR) —qRcos(qgR) )

(gR)3

¢ Infinitely thin disk of radius R

2 2gR
Flq) = (1_]1( q ))

(gR)? qr

where J; (x) is the first order Bessel function of the first kind.

e Infinitely thin rod of length L

28i(gL)  4sin*(qL/2)
gL (qL)?

F(q) =

where B
Si(x) = f sin(nde
0

(A.14)

(A.15)

(A.16)

(A.17)
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¢ Cylinder of radius R and length L

2J1(gR) 2 2Si(gL) 4sin2( L/2)
F(q) = ( L ) ( = - v (A.18)
qR qlL (qL)
¢ Hollow sphere of inner radius R; and outer radius R»
F(q) _ V(Rl)Fsphere(q» Rl) - V(Rz)Fsphere(q;RZ) (A.19)

V(R1) - V(Ry)

A.2 Guinier’s Analysis

As explained above in section 2.4.2, the Guinier’s hypothesis stand for small g values,
typically gR; < 1.3. The hypothesis is shape dependent and thus here is listed the
Guinier’s approximation for a sphere, a cylinder and a flat disk, as well as the corre-
sponding radii of gyrations Ry.

¢ Sphere of radius R

I(q) = Iy exp( 3 ) (A.20)
and the corresponding radius of gyration:
3
2 _ 952
R =R (A.21)
¢ Cylinder of radius R and length L
1= 10 e R A
=— 22
() p exp( 2 ) ( )
and the corresponding radius of gyration:
, R* I?
R =—+— A.23
& 2 12 (A.23)
e Thin disk of radius R I
I(q) = q—‘; exp(—q°R2) (A.24)
and the corresponding radius of gyration:
2
-2 (A.25)
g 2 .
¢ Hollow sphere of inner radius R; and outer radius R»
3R -R}
2 2~
== (A.26)
g
5R;—R?
¢ Ellipsoid of semi-axes a, b, ¢
2 a’+b?+c?
R, = —— (A.27)

8 5
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A.3 Pair Distance Distribution Functions p(r)

The following formulas retrieved from [77,151] p. 170 and onwards have been used to
compute the pair distance distribution functions p(r) of Fig. 2.13:

e Sphere of diameter D
p(r) =12x*(2 - 3x +x°) (A.28)

r
where x = —.
D

e Infinitely thin disk of diameter D

p(r) = I;Gx (arccos(x) -xV1- x2) (A.29)

r
where x = —.
D

e Infinitely thin rod of length L
(r> 1) = o= A2(L=1) (A.30)
r>rp)=-— -r .
p n=5

where A is the cross section and r; the inflection point of the curve. For r < ry
there is no analytical formula.

¢ Hollow sphere of inner radius R; and outer radius R,

YR -RHrP = (RE+RHnr¥+%r° ; 0<r<(R,—-Ry)

o Z(R5—R)?r ;(Ro—R) <1 <2Ry s
r)= :
P LR -R?*r - ZRr?+aRer3 - Lr¥; 2R < r < (Ry + Ry)

%”R;’rz —R§Hr3 + %r5 i (Ro+R)<r<2Ry

A.4 Scaling Factor for SAXS Analysis

This part explains how to calculate the scaling factor (SF) that has to be applied in
order to have intensity curves I(g) in absolute units (cm™1). This should be calculated
for each capillary because the size (thickness) of each capillary differs. For more details
see refs. [234,235]. Follow the step-by-step procedure:

e Measure the capillary transmission (only air, no liquid) T¢:

_ Iotrans M
To= =7 = exp (- (. pexc)) (A.32)
where x. is twice the thickness of the capillary wall because the beam enters the
capillary then exits the capillary.
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e Measure the capillary transmission filled with ultrapure water T¢,:

1,
Terw = Zetw trans _ Tcxexp(_(ipwxw)) (A.33)
Iy Pw
e Calculate the water thickness x:
1 1 T
Xy = ————1 (ﬂ) (A.34)
Hlow Pw Tc

where piw =10.27 cm? g~! for an energy of 8.027 keV and p,, = 1 g cm™3 at stan-
dard conditions for temperature and pressure.

Example: T = 0.6098, Ty = 0.1458 50 Xy = — 155 x 1 x In(3:4438) = 0.1393 cm.
See http://physics.nist.gov/PhysRefData/Xcom/html/xcom1.html for mass at-
tenuation coefficients of other chemicals (or solutions) and energies.

¢ Calculate the scaling factor (SF):

0
SF— 6w

1,y(0)

Xw (A.35)

1. plot I; and Iy, subtract the two curves to get: I.

2. I, should be linear at large g values, do alinear fit and extrapolate the value
at g = 0 as shown in Fig. A.1. Here I found I(g = 0) =9.23x 1073, which is very
close to the value of 9.5x1073 given in [235].

3. Then

0z 2 -2 -1
ES) (0)=p“kgTyT=1.65x10""cm (A.36)
w

where p is the scattering length density, kg the Boltzmann constant yr =
4.591 x 10719 is the isothermal compressibility, calculated at T = 293 K and

at P =10° Pa.
4. Example:
_3 02 o 1
I,(0)=9.23x10"7, — (0)=1.65x10 “cm (A.37)
0Qw
and x,y = 0.1393 so:
1.65 x 1072
SF= ———— x0.1393 =0.249 (A.38)
9.23x 1073

¢ Every intensity curves have to be multiplied by the corresponding SE
¢ Clean the capillary: water, isopropanol, water and buffer.
¢ Acquire data

When comparing different measurements of similar buffer concentrations, for exam-
ples 10 and 20 mM KCl, it might be essential to have the SF for each measurement.
Moreover, this SF is essential if one wants to retrieve the molecular weight os the pro-

tein, as the curves have to be in cm™!.
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Figure A.1: Measurement of the zero angle scattering of water by extrapolation (magenta line), of the scattering

from the empty capillary (blue) and the capillary filled with ultrapure water (red). Both signals are
subtracted to obtain the scattering of water (green)).

A.5 Dirichlet’s Integral

The demonstration of the Dirichlet integral is used to simplify the scattering contribu-
tion of the length of a long cylinder and is given here. The sine integral function Si(x) is
defined as:

X
Si(x) = f tsin(n)ds (A.39)
0

The easiest way to solve the limits of this Si function at +oco and —oco is to solve it graph-
ically. The function Si(x) is represented in Fig. A.2. Apart from the graphical interpreta-
tion, the most straight forward way to solve the Dirichlet integral is by using Laplace
transform £, where the Laplace transform of a function f(¢) is defined as F(s) by:

F(s)=fé’{f(t)}=f f(e Stde (A.40)
0

The Fig. A.3 represents the Laplace transform of standard functions. The resolution of
the Dirichlet integral is as follows, using Laplace transform:

lim Si(x) = f Smtmdr (A1)
0

X—+00
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s,
0,

Proof. First, let’s calculate the Laplace transform of
(e 9)
F(s)=$[—f(t)] =f IO sty
t 0 t
d _d [*f) g
dsF(S)_ dsfo t e dt
©a0[f@®) _
F :f - st]
(s) . s [—t e ' |dr
o0 t
F’(s)zf —tme_“dt
0 t

F’(s):foo—f(t)e_“dt

0

F'(s)=-2L1f (1)

F(s) = —fo ZIf01(s)ds

t oo
< [th)] =—f0 ZLIfl(s)ds

Using the previous property of the Laplace transform, we can write:

sm(t)]:f we_stdtzf F(p)dp
t o ! )

<

by letting s — 0, we get the identity:

f sm(t)dt:f F(p)dp
0 t 0

(A.42)

(A.43)

where F(p) is given by the previous proof as Z|[sin(#)]. By using the table of usual

Laplace transforms given in Fig. A.3, we have:

f O = f —ds
0 r 0o $°+1

f sin( )dt = [arctan]y®
0 t
* sin(t)
f ; dt = arctan(oo) —arctan(0)
0
f"osin(t)dt _ 4
0 t 2

(A.44)

(A.45)

(A.46)

(A.47)

(A.48)
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Si(x)

Figure A.2: Representation of the Dirichlet integral Si(x). This shows that the limits at +oo and —occ are . and
-7 respectively.

S(#) \ f(s)
f(t/a) af(as)
exp(—at) f(t) f(s+a)
tr(t) =0
1) sf(s) — f(0)
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Figure A.3: Laplace transforms of usual functions.
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A.6

GUI for Data Processing and Analysis at the Kratky
Camera

I have written a small graphical user interface (GUI) in Matlab, in order to allow exter-
nal users of the Kratky camera to get an easy way to read and analyse the data. Simply,
by running the command KratkyAnalysis in Matlab, the GUI shown in Fig. A.4 opens.
All packages are included in the folder of this function.

This is a step-by-step procedure:

The user should specify the configuration of the detector: old = perpendicular
(the larger dimension of the detector), and new = horizontal to the beam.

The user has to enter the name of the folder where the data will be saved.

Enter the number of files acquired, and exposure time of each frame, for the
buffer (background) and protein measurements, after that, click on Load Back-
ground and Load Protein.

Set the beam stop position and draw the mask around unwanted areas of the
detector by clicking Draw Mask. The buffer image will appear in a new figure,
allowing the user to manually draw on the region to remove.

Either the beam centre coordinate is known, and the values can be entered in the
respective boxes and click on the Beam Centre button, or just click on the Beam
Centre button and you can open an empty beam image. In this figure, contour
the beam, and the centre will be estimated.

Enter the values for the buffer transmission and absorption. Idem for the Protein.

Enter the values of the Scaling Factor and Thickness of the capillary, as explained
in appendix A.4.

Finally, press the Background Subtraction button. The radial integrated I(q)
curve should appear in a linear scale. Use the drop-down menu to change the
plot configuration (semiology, loglog, Kratky or Porod).

The button Radiation Damage can be used to plot the background subtracted
curve of each frame.

When all the previous steps are performed, the final figure should look like the Fig. A.5.
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Figure A.4: Graphical user interface in Matlab for reading and analysing the data from the Kratky camera.
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Figure A.5: End of the procedure of the GUI developed to read and analyse data from the Kratky setup.
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Sample Preparation

In the fields of observation chance favours only the prepared
mind.

— Louis Pasteur, Lecture at the University of Lille

In the following appendix, the different sample types and the procedures to make them
are described. The chapter begins by looking at keratin samples for solution SAXS and
follows with the keratin bundles used at the ESRE Next, the two cell lines used to per-
form ptychography and nano-diffraction experiments at the ESRF and DESY are intro-
duced in detail along with a brief overview of the nuclei isolation. The chapter con-
cludes with a description of the preparation of samples for beamtimes (fixed-hydrated
and freeze-dried).

B.1 Samples for SAXS

There are several different steps for the experiment’s sample preparation of the solu-
tions SAXS and they will be described in order. First, the keratin purification and dialy-
sis are described. Second, the procedure to fill the glass capillaries is explained. Third,
the method to determine whether the keratin protein assembled as predicted is exam-
ined (specifically, whether filaments and bundles have been formed) by transmission
electron microscopy (TEM) or by differential interference contrast (DIC) microscopy
in the fourth and final subsection.

B.1.1 Protein Purification and Reconstitution

Human keratin K8 and K18 proteins were isolated from bacteria, transformed with the
corresponding cDNAs, cloned into pET24 prokaryotic expression plasmids, and puri-
fied as described in ref. [111]. Proteins stored at -80 °C in 8 M urea were reconstituted
as equimolar mixtures of K8 and K18, through a series of dialysis steps, into 2 mM Tris,
pH 9, reducing the urea concentration from 8 M via 6 M, 4 M and 2 M to 0 M urea
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at room temperature (RT). Each dialysis step was conducted for 20 minutes and the
procedure was followed by an overnight dialysis against 2 mM Tris, pH 9 at 10 °C. Due
to Tris buffer’s sensitivity to changes in temperature, the pH at this temperature was
maintained at about 9.2. Prior to the start of the assembly experiments, the protein so-
lution was dialysed for 20 minutes into a degassed buffer. All of the dialysis steps were
performed using membranes with a 25 kDa cut-off (Spectrum Laboratories, Rancho
Dominguez, USA). The protein concentration was determined by measuring the ab-
sorption at 280 nm (Nanodrop ND-1000, Thermo Scientific Technologies, Wilmington,
USA).

B.1.2 Sample Preparation for SAXS Experiments

After dialysis, the concentration of the protein was about 1 g/L and the samples were
stored at 4 °C. To keep the protein concentration high, assembly start buffers with a ten-
fold concentration were employed to initiate the assembly. The assembly start buffers
each consisted of 82 mM Tris buffer, pH 7.5, and 10 times the desired end concentra-
tion of KCl or MgCl,. The pH was adjusted again after the addition of salt. The assembly
reaction was started at 4 °C in order to slow down the assembly process. This procedure
allowed the solution to be filled with growing filaments and to be placed into quartz
glass capillaries with a diameter of 1.5 mm and wall thickness of 0.01 mm (Hilgenberg,
Malsfeld, Germany). This was important because at room temperature assembly and
network formation of the filaments is so fast that a controlled and homogeneous filling
of the capillaries is not possible. When measured at 4 °C, the pH of the protein solution
without the assembly start buffers was 9.4, and the one with the assembly start buffers
was 8. After the start of assembly, the pH value in the assembly system was 8.2 at 4 °C
and decreased to pH 7.8 at room temperature.
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Figure B.1: a) Measurement with three techniques, SAXS, a caliper and by microscopy of the diameter of 18
capillaries. This shows the great variability of the diameter of each capillary. b) A picture of two
capillaries of 1.25 and 1.8 mm diameter.
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Next, the filled capillaries were sealed with wax and centrifuged for five minutes at
1500 rpm in an Eppendorf centrifuge 5810 R (Eppendorf, Hamburg, Germany) at room
temperature in order to remove air bubbles and large particles. To reduce the impact of
the capillary variability, with respect to the capillary diameter and wall thickness, the
identical capillary was used both for the background measurement, which was filled
with assembly start buffer, and for the measurement with the matching buffer and
protein solution. To measure the variation from one capillary to another, 18 capillar-
ies were measured with three different techniques: i) the SAXS setup as explained in
the 2.4.7, ii) a caliper and iii) with a visible light microscope. Although the company
(Hilgenberg) is claiming a capillary tolerance of 1.5 + 0.25 mm diameter, capillaries
with a diameter as large as 2.1 mm were found. Fig. B.1 shows the results of the 18
capillaries measured with the three different techniques. From the results in the fig-
ure, it is possible to identify the close similarities between the different techniques;
which showed a mean diameter of 1.57 mm and a standard deviation of 0.18 mm. More-
over, there is great variability in the capillary diameters that is visible even to the eyes
(Fig. B.1). Thus, for the measurements, only capillaries with a diameter between 1.4
and 1.6 mm were used.

B.1.3 Sample Preparation for TEM Experiments

Hetero-tetramers of keratin K8 and K18 were reconstituted into 2 mM Tris-HCI, pH 9.0
at RT. At low protein concentration (0.15 g/L), tetrameric complexes were obtained, as
revealed by analytical ultracentrifugation. At higher protein concentrations (0.7 g/L), a
slight shift of the s-values was observed, indicating that some transient interaction of
the tetramers, laterally or longitudinally, started to take place [114]. Filament assembly
was initiated at either low salt conditions or at high salt conditions. For low salt con-
ditions, an equal volume of assembly-start buffer (18 mM Tris-HCI, pH 7.3 at RT) was
added to the protein (0.2 g/L) reconstituted into 2 mM Tris, pH 9.0 at RT. In order to
slow down the first phase of assembly, the reaction was started after the samples had
been equilibrated on ice. After the initiation of assembly, the samples were brought to

Figure B.2: Formation of filaments and bundles by keratin K8/K18. a) Electron micrographs of keratin fila-
ments assembled at 4 ° C and low salt conditions (10 mM Tris, pH 7.5); b) assembly was as in a,
but without the cooling step before initiation of assembly. ¢c) Bundle formation visualised by DIC
microscopy: keratin assembled at room temperature in the presence of 10 mM Tris, pH 7.5 and 100
mM KCl and d) 10 mM Tris, pH 7.5 and 1 mM MgCly; scale bars in a-b) correspond to 500 nm, in
c-d) to 25 um. Figure from ref. [105].
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RT to facilitate proper assembly. In a parallel experiment, this cooling step was omit-
ted in order to assess the effect of starting assembly at a lower temperature. For high
salt conditions, assembly was initiated by the addition of an equal volume of high salt
assembly start buffer (18 mM Tris-HCI, pH 7.2, 2 mM MgCl,, 200 mM KCl) at RT for
one hour. The structures that formed were negatively stained and analysed by TEM as
previously described [164]. In short, samples were fixed by the addition of an equal vol-
ume of freshly prepared 0.2% glutaraldehyde in assembly buffer before application to a
glow-discharged carbon-coated EM grid. Staining was performed with a 2% solution of
uranyl acetate in water for 15 s. The fully assembled keratin filaments can be visualised
in Fig. B.2a and b.

B.1.4 Differential Interference Contrast Microscopy

Differential interference contrast microscopy images were acquired using an Olympus
IX81 (Hamburg, Germany) inverted microscope equipped with a 20x, 0.5 NA objec-
tive. The protein was dialysed as described in section B.1.3. The protein was assembled
on Topas (TOPAS Advanced Polymers GmbH, Frankfurt, Germany) films (thickness of
175 um) by a droplet fusion technique as described in ref. [188]. To reiterate, a droplet
of protein solution was placed on one Topas foil and a second drop of assembly start
buffer (containing, e.g., KCl or MgCl, at different concentrations) was deposited on
another sheet. The two droplets were then merged by bringing the polymer layers in
contact. The fully assembled keratin bundles can be visualised in Fig. B.2c and d.

B.2 Samples for Scanning X-ray Micro-Diffraction

Keratin bundles were assembled between two sheets of Topas, a type of cyclic olefin
copolymer (COC), by a droplet fusion technique [188]. COC is an amorphous, trans-
parent copolymer based on cyclic olefins and linear olefins as shown in the panel a of
Fig. B.3. Topas8007 and Topas6013 were used, both in layers of 50 um thickness. The
first two numbers of the grade (e.g. 80 for Topas8007) give the viscosity, 80 and 60 re-
spectively. The last two numbers refer to the glass transition temperature Tg, 75 °C and
130 °C respectively [236-238]. A 4.5 uL drop of keratin (0.7 g/L) was placed on a Topas
sheet and a 0.5 uL drop of buffer (10x concentrated) was placed on another sheet. The
two drops were then merged by bringing them in contact. The sample was stored be-
tween two aluminium plates that were screwed together. It was possible to keep the
samples for several days (more than 10 days were tested) before they dry. The device
is shown in Fig. B.3 panel b and c while panel d of the same figure shows the device
at the ID13 beamline (ESRF) in December 2015. The device is made of four measur-
ing zones, allowing for four different concentrations of buffers, which minimise the
changing time and optimises the alignment time of the device within the setup. The
specific regions of interest were selected using an Olympus IX71 microscope available
at the beamline and for each region a pen mark was placed. The images were taken in
a bright-field configuration with different objectives, 5x, to identify where the sample
was on the window and to align it with the on-axis microscope and higher magnifica-
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Figure B.3: a) Chemical formula of COC. b) Technique of the droplet fusion used for making keratin bundles,
in this example four drops of fluorescein are used for easier visualisation. c) Assemble devices con-
sisting of four different samples. d) The whole device at the ESRF ID13 beamline.

tions (10x%, 20x, 50x and sometimes 100x) in order to compare with the X-ray signal
(both before and after exposure). The sample was then aligned with the X-ray beam
using the on-axis microscope and the pen marks.

B.3 Cell Lines and Cell Culture

Different cell lines were used in this work. In the following two sections, the cell cul-
ture protocols used for the SK8K18 and 3T3 fibroblasts are described. This is directly
followed by a description of the protocol to isolate nuclei from the other parts of the
cell.

B.3.1 SK8K18

We used SK8K18 cells [184, 185], stably transfected with DNA encoding for fluores-
cent keratin hybrids (HK8-CFP, HK18-YFP) from SW13 cell line (human adrenal cortex
carcinoma). The cells were grown in culture Petri dishes using high glucose (4.5 g/L)
Dulbecco’s modified eagle medium (DMEM), with 10% (v/v) fetal calf serum (FCS),
100 units/mL penicillin, and 0.1 mg/mL streptomycin at 37 °C in a water-saturated
atmosphere with 5% CO,. When the cells reached a confluence of about 80%, they
were detached using 0.25% (v/v) trypsin, and resuspended into a new Petri dish where
silicon-rich nitride (Si3N) membranes (5 x 5 mm?) were placed with their flat side up-
wards.
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After 1-2 days of incubation at normal growing conditions, the samples were washed
with phosphate-buffered saline (PBS), fixed with 3.7% formalin/PBS solution (37%
formaldehyde supplemented with 10% methanol for stabilisation diluted 10 times in
PBS) for 15 minutes, and washed three times for five minutes with PBS. 10x and 20x
phase contrast microscopy images of each window were then taken with an inverted
microscope (IX71, Olympus, Hamburg, Germany).

B.3.2 3T3 Fibroblasts

For the DNA/chromatin study, we used 3T3 fibroblasts from Swiss albino mouse
embryos—a very common cell line established in 1962 [203]. The advantage of this cell
line, for our purposes, lies in its size. A 3T3 cell can be up to 150 ym long and 50 pm
wide and has a very large nucleus of about 10x 10 ym?.

The cells were grown and cultured in Petri dishes in low glucose (1.0 g/L) DMEM
with L-glutamine and 10% (v/v) FCS, 100 units/mL penicillin and 0.1 mg/mL strepto-
mycin at 37 °C in a water-saturated atmosphere with 5% CO. Similar to the previous
section with SK8K18, the cells were detached from the Petri dish at a confluence of 80%
by using 0.25% (v/v) trypsin. The cells were resuspended in a new Petri dish containing
a silicon-rich nitride window with its flat side facing upwards.

After twelve hours, the windows were taken into a portable incubation chamber
with the same temperature and level of CO,. The portable incubation chamber was
mounted on the sample stage as previously described using an IX81 microscope. A 4 x
bright-field image was then taken every five minutes for about twenty hours (plus or
minus five hours depending on the sample). The time frame was utilised in order to
later estimate the position of the cells in the cell cycle to account for the area curve
over time.

After the imaging period, the samples were washed with PBS, fixed with 3.7% forma-
lin/PBS solution for 15 minutes, and washed three times for a period of five minutes
with PBS. 10x and 20x phase contrast microscopy images of each window were taken.

B.3.3 Isolated Nuclei

Nuclei were isolated from 3T3 cells by following the protocol used by Dr. Florian Re-
hfeldt’s group and discussed in detail in Lammerding et al. [239]. The nucleus was
extracted from the other components of the cell by hypotonic swelling (HEPES/DTT
solution). The plasma membrane was then opened by mechanical homogenisation;
sucking up the cell suspension through a 0.40x20 mm? needle 20 to 30 times. The nu-
clei and other components of the cells were separated by ultracentrifugation (50,000
rpm for one hour) through a sucrose gradient (1.25 and 2.3 M STKMC, standing for Su-
crose, Tris, KCl, MgCl, and CaCly). The nuclei, heavier than the other cell fragments,
pass through the high concentration of sucrose, while the other fragments stay in the
supernatant. The isolated nuclei were then resuspended in BSA (bovine serum albu-
min) solution and poured onto a silicon-rich nitride window. After 30 minutes to an
hour, which allowed the nuclei to adhere to the window, they were fixed as previously
described. Some samples were also freeze-dried.
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Figure B.4: a) Hydrated sample at the P10 beamline (DESY), the beam is coming from the right and travels
towards the left. b) Freeze-dried sample at the ID13 beamline (ESRF), the beam is coming from
the back and travels towards the eyes of the reader. c) Cryoprotected sample at the P10 beamline
(DESY), the cooling system is represented by the blue part, the beam direction is the same as in a).

B.4 Samples for Ptychography and Scanning X-ray
Nano-Diffraction

In the next two sections, the sample preparation for synchrotron experiments on whole
cells are described, beginning with the hydrated samples and following with the dried
samples. Both preparations are more thoroughly described in the work of previous
members of the Institute for X-ray Physics [40,59,61,76, 167].

B.4.1 Fixed Hydrated Cells

In order to keep the cells in a simulated native environment, they were kept hydrated.
The cells were grown on silicon-rich nitride windows as described above. After fixation
with formaldehyde, all the windows were kept in PBS supplemented with penicillin
(100 units/mL) and streptomycin (0.1 mg/mL).

At the beamline, in a wet laboratory, a clean and empty (no cells) silicon-rich ni-
tride window was attached to an aluminium holder. A drop of BSA solution was ad-
ministered and allowed to evaporate on the window for 30 minutes. The window was
then washed with PBS and a drop of buffer was placed onto it. The non-cell side of
the window-containing cells was dried using a piece of blotting tissue. The cell side
was then placed on top of the other window and the cells were kept in buffer. The ex-
cess buffer, from the sides and top of the window, was blotted. The two windows, in
close contact, were sealed with a two-component epoxy glue. The glue was allowed
to harden for 60 minutes (800 N/cm?). The sample was then ready to be mounted on
the sample holder at different beamlines. A sample at the P10 beamline is shown as an
example in Fig. B.4a.
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B.4.2 Freeze-Dried Cells

Due to the absorption of water and the radiolysis effect, which can lead to radiation
damage, it is sometimes useful to perform experiments with dried cells. Moreover, the
cells are comparable to water, in terms of atomic element composition, meaning the ef-
fect of contrast variation (section 2.5) is weak. In order to increase the scattering signal,
one can replace the water with air, which has a much lower density than water by a fac-
tor of about 0.001. Drying samples is therefore beneficial as it reduces the production
of free radicals, limits their diffusion, and increases the scattering signal.

The cells were grown on silicon-rich nitride windows and fixed as previously de-
scribed (section B.3). Directly after fixation, the windows were frozen. For this purpose,
and in order to avoid the formation of ice crystals, this process needed to be very fast.
The membranes were vitrified by plunging them in ethane/propane mixture, which
was cooled by liquid nitrogen [40, 240], using a commercial grid plunger (model GP2,
Leica Microsystems GmbH, Wetzlar, Germany). Before being plunged in the bath at
-194 °C, the samples were cleaned in a humidity chamber (99%) to prevent drying
and eventual artefact induced to the cells. Shortly after plunging, the sample was trans-
ferred into liquid nitrogen at a temperature of -196 °C. The sample can be kept in liquid
nitrogen for an undetermined amount of time. When a sufficient number of samples
were frozen, the drying process was started. This was done by Jochen Herbst in a mod-
ified high vacuum coating plant. It took about three days to cool and dry the samples.
Afterwards, the samples were kept in a desiccator to prevent the samples from ambient
humidity. A sample at the beamline ID13 is shown as an example in Fig. B.4b.

B.4.3 Cryoprotected Cells

As discussed earlier (section 1.2), it is essential to reduce radiation damage. Drying the
sample considerably reduced the radiation damage as it prevented the production of
most of the free radicals. However, the heat and small number of radicals that were pro-
duced by the beam were decreased by cooling the sample. This was made possible by
employing a N cryostream (at 100 K), which has shown great success in crystallogra-
phy and the imaging of biological specimens [39,70,96]. A sample at the beamline P10
is shown as an example in Fig. B.4c, where the cryostream is represented by the blue
part.



Appendix C

Structural Changes Induced by
Fixatives to Cells

If it (i.e. the science) is to be fruitful, it must be given freedom:
itis not by perfecting the candles that we invented electricity.

— Etienne Klein, Allons-nous liquider la science ? Galilée et
les Indiens

C.1 Introduction

The investigation of complex biological, chemical or biophysical processes directly in
vivo is rarely possible due to the complexity of carrying experiments on living matter.
Thus, it is easier to fix the cells. Fixation is usually the first step taken during sample
preparation of biological matter for ex vivo microscopy analysis. However, fixation is
not a harmless technique, as the fixative denatures proteins by coagulation and links
different macromolecules together. The fixation process preserves a sample as close as
possible to its natural state. However, it has been shown by Weinhausen et al. [59] that
the structure of cells is changed by the use of formalin fixative compared to living cells
by means of scanning X-ray nano-diffraction. Indeed, these changes are in the order
of tens of nanometres and are not visible with conventional microscopes. They have
identified structural changes between fixed and living cells on the order of 30 nm for
the nucleus and 50 nm for the cytoskeleton. Thereby, the investigation of other fixa-
tives has to be performed and compared. Three commonly used fixatives—formalin (or
formaldehyde), methanol and paraformaldehyde-were compared. Other studies have
also shown that fixatives negatively affect quantum dots’ fluorescence intensity [241].
Another goal of this beamtime was to test the reproducibility of the sample prepara-
tion, experiments and analysis performed by Britta Weinhausen in ref. [76]. In short, a
good fixative must meet the following criterion:
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* Preserve structures as close as possible to their living state.

¢ Give to the tissue a good consistency, harden the tissue for thin sectioning or
slicing.

¢ Block autolysis and bacteria.
¢ Avoid distortion due to the action of reagents (mechanical artefacts, toxicity).

¢ Preserve all the constituents present in the tissue (or the most part, some are
soluble).

¢ Fixative must not make the tissue non-colourable or unstainable.

In the following, the first point will be studied by performing experiments with differ-
ent fixatives and compare with living cells, while the other requirements are supposed
to be met.

C.2 Experiment Details

SK8K18 cells [59,76,184,185] have been fixed with three widely used fixatives [241-244]:
i) formaldehyde (F), consisting of a solution of 37% formaldehyde supplemented with
10% of methanol as stabiliser (in order to avoid the polymerisation of the formaldehyde
into parafromaldehyde chains) and diluted 10x in PBS (phosphate-buffered saline), ii)
paraformaldehyde (PFA), which is a polymerisation product of formaldehyde, consist-
ing of 8 to 100 units and iii) methanol (MeOH). The experiments were performed in
September 2013 at the P10 beamline described in section 2.6.1 with the following speci-
ficities:

¢ Beam was focused to 320x250 nm? (hxv).
* The primary beam intensity was 1.3x10'! photons/s.

¢ The scanning steps were from 0.5 to 4 um for the fine and rough scans, respec-
tively.

The cells were fixed and kept in PBS solution while scanned at the beamline. The
cells were grown on a silicon-rich nitride window. A second window closes the chamber
where a few microliter (about 0.45 uL) layer of PBS hydrates the cells as explained in
the section B.4.1.

C.3 Comparison of Different Fixatives

In the following section, the results obtained at the P10 beamline on fixed-hydrated
cells of the three investigated fixatives are presented. The Table C.1 gives an overview
of the experimental specifications of each scan. In total, 12 samples have been used (7
E 3 PFA and 2 MeOH) and the dark-field images of 74 cells were recorded. Over these
74 cells, we analysed 12 cells for the PFA fixation, 44 cells for the F fixation and none of
the MeOH fixation due to severe radiation damage while scanning.
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Table C.1: Overview of the scanning procedure of the cells fixed with formaldehyde (F), paraformaldehyde
(PFA) and methanol (MeOH) in the order of acquisition, # is the number of cells in the dark-field
image. Ax,y are the scanning steps, Nx,y the number of points, Exp. correspond to the exposure time

and Att. is the filter used, see Tab. 2.1.

Sample Fixative  # of cells Ny,y Axy (um?)  Exp.(s) Att.
CH_FMO001 F 3 120x60 0.5x1.0 0.05 0
2 60x60 1.0x1.0 0.05 0
T_CHO002 F 1 60x60 1.0x1.0 0.05 0
1 20x40 1.0x1.0 0.05 0
T_CHO003 F 1 70x50 1.0x1.0 0.05 1
0 140x140 0.5x0.5 0.05 1
CH_MeOHO006 MeOH 0 100x100 0.5x0.5 0.05 0
0 80x80 0.5x0.5 0.05 0
CH_PFA003 PFA 0 160x90 0.5x1.0 0.05 -
0 140x150 0.5x0.5 0.05 -
3 130x45 1.0x2.0 0.05 -
T_CHO004 F 2 120x40 0.5x2.0 0.05 2
2 60x13 1.0x2.0 0.05 2
1 32x16 0.5x1.0 0.05 2
5 110x47 1.0x3.0 0.05 2
3 80x40 1.0x3.0 0.05 2
2 68x52 0.5x0.5 0.05 1
2 80x25 1.0x4.0 0.05 2
1 60x60 0.5x0.5 0.05 1
T_CHO005 F 1 80x20 1.0x3.0 0.05 -
1 60x60 0.5%0.5 0.05 -
1 80x80 1.0x1.125 0.05 -
1 80x60 0.5x0.5 0.05 -
4 80x30 1.0x3.0 0.05 2
1 120x80 0.5x0.5 0.05 -
3 240x%240 0.5x0.5 0.08 1
CH_PFA004 PFA 4 120x200 0.5x0.5 0.08 1
4 200x200 0.5x0.5 0.08 1
0 160x 160 0.5x0.5 0.08 1
CH_MeOHO008 MeOH 0 120x220 0.5x0.5 0.08 2
0 120x80 0.5x0.5 0.08 1
1 100x80 0.5x0.5 0.08 1
CH_FMO005 F 1 120x100 0.5x0.5 0.08 1
3 160x120 0.5x0.5 0.08 1
2 120x60 0.5x1.0 0.08 1
CH_PFA001 PFA 1 160x64 0.5x1.0 0.08 1
2 140x60 0.5x1.0 0.08 1
CH_MFO003 F 4 160x70 0.6x1.0 0.08 1
2 200x50 0.5x1.0 0.08 1
CH_FMO003 F 7 400x160 0.5x1.0 0.08 1
2 60x100 0.5%0.5 0.08 1
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C.3.1 Formaldehyde Fixation

Formaldehyde (E known as other names such as formol, methanol or formalin) with
the chemical formula CH,O is one of the most commonly used fixatives to preserve
cells, tissues or organs. Formaldehyde cross-links the proteins together, which occurs
with the formation of methylene bridges (CHy). The formaldehyde molecules have a
molecular weight of 30 Da, thus the diffusion and penetration rate in the cell is very
effective and does not depend on the concentration rate. We used a commercial forma-
lin solution (Sigma-Aldrich, Saint-Louis, Missouri, USA) consisting of 37% or formalde-
hyde and 10% methanol that was diluted 10x to have a 3.7% formaldehyde solution.
The cells were fixed for 15 minutes with this formaldehyde solution, then rinsed three
times with PBS.

In total 44 cells fixed with F were analysed. In Figs. C.1 and C.2 the cells are repre-
sented in the 20x phase contrast images taken in our home laboratory, with the cor-
responding visible light fluorescence image and the corresponding dark field image
acquired at the P10 beamline.

The analysis is composed of several steps: i) three regions of interest (ROI) are man-
ually selected, one corresponding to the nucleus, one corresponding to the cytosol
and one region outside the cell in order to perform a background subtraction. ii) Typ-
ical, diffraction patterns (average for each ROI) are presented in Fig. C.3, where the
azimuthal integration is performed in order to have the radial intensity curves I(qg) for
the nucleus and cytoplasm. iii) The curves are then fitted with one and two exponential
power laws. Fig. C.4, represents the radial intensity and the corresponding fits.

When looking at a single cell, it is possible to see that the scattering intensity from
the nucleus is higher than the scattering intensity from the cytoplasm region. This is
due to the fact that the nucleus has a bigger volume and is mainly constituted with
DNA. The DNA being about two metres long compacted within the nucleus, the overall
density is higher compared to the cytoplasm, which is much thinner.

C.3.2 Paraformaldehyde Fixation

Paraformaldehyde (PFA) is the smallest polymerisation product of formaldehyde. It is
composed of 8 to 100 units as shown by the chemical formula OH(CH,0),H with n
representing the number of units. In order to avoid very long polymerisation chains,
the PFA solution was prepared by S. Bauch on the same day as the cells were fixed. Sim-
ilarly to formaldehyde, PFA is cross-linking the proteins. However, because it is larger
than formaldehyde, the structural changes induced by the PFA fixation are expected to
be greater than the effect of the F fixation. An example of cells fixed with PFA are rep-
resented in Fig. C.5. The different scans were analysed in the same fashion as for the
formaldehyde fixation.
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Figure C.1: Microscopy and dark-field images of cells fixed with formaldehyde. a) 20x phase contrast image
and b) corresponding visible light fluorescence. ¢) Dark-field image of the same cell, each pixel is
a full 2D pattern that has been integrated. The colour corresponds to the total number of photons.
d) ROIs for the nucleus (red), cytoplasm (yellow) and background (light blue).

C.3.3 Methanol Fixation

The methanol fixative belongs to the family of precipitating alcohols, which differs
from the two previous fixatives that belonged to the cross-linking aldehyde family. Fix-
ation with ice-cooled methanol at -20 °C provides very clean and clear high quality
samples for microscopy images as seen in Fig. C.6, panel a. However, the most strik-
ing result from this beamtime was the impossibility to record the scattering signal
from healthy cells fixed using this method. An example of dark field image is shown
in Fig. C.6b. The black cross of the four panels represents the centre of the scanned
area. In panel b of Fig. C.6, only a part of the total scanning area is represented. Owing
to the online analysis, it is possible to see how the current scan is performing and al-
lows to interrupt it in case of problems (such as air bubbles, or lack of signal). Fig. C.6c
and d are two pictures acquired with the online microscope representing the sample
before the exposure, a shadow of the two cells can be seen in panel ¢, and after the ex-
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20 um

Figure C.2: Microscopy and dark-field images of cells fixed with formaldehyde. a) 20x phase contrast image
and b) corresponding inverted visible light fluorescence. c) Dark-field image of the same cell, each
pixel is a full 2D pattern that has been integrated. The colour corresponds to the total number of
photons. d) ROIs for the nucleus (blue), cytoplasm (grey) and background (salmon).

posure in panel d. One can see that the scanned area is completely white. At that time,
it was not possible to record videos. Nonetheless, it was possible to see particles mov-
ing and diffusing in the buffer solution. It is highly probable that they are free radicals.
Thus, methanol fixation is producing these radicals in a much higher quantity than
with formaldehyde based fixatives. One explanation could be that a small amount of
methanol is still surrounding the cells. As stated previously, it is highly improbable be-
cause the samples were washed three times with PBS, then kept for several days in
PBS/PenStrep before being used.

Still, it has been possible to scan one non-healthy cell, i.e. very small, round and
compact with the microscope left in the beam path. This is made possible by using an
objective where a hole has been drilled. Again, it was not possible to record a video
of the live scan undergoing induced radiation damage. Since the first scanning point,
the diffusive particles started to form, their number growing while the number of scan
points increased. After trying to scan two different samples, three positions each, we
decided to record fruitful data with other fixatives. Indeed, the time constraints of syn-
chrotron experiments are very high and consuming time for bad data is not feasible.
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Figure C.3: Three 2D diffraction pattern from the averaging of each ROIs: a) background, b) the cytoplasm and
¢) the nucleus. All figures share the same q and colour bar.
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Figure C.4: Radial intensity of three regions of interest, nucleus, cytoplasm and background. b) Background
subtracted radial intensity profiles of the nucleus and cytoplasm with corresponds power law fits.

However, this negative result of methanol fixation also provides important information
for the next experiments and experimenters: one should not use cold methanol fixation
for fixed-hydrated experiments of biological cells at synchrotron facilities.

C.4 Comparison of Fixed and Living Cells

In total, 12 samples have been scanned (2 with MeOH, 3 with Para-F and 7 with F)
leading to the analysis of 12 cells for the paraformaldehyde fixation, 44 cells for the
formaldehyde fixation and none of the methanol fixation due to severe radiation dam-
age while scanning.
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Figure C.5: Microscopy and dark-field images of cells fixed with paraformaldehyde. a) 20x phase contrast im-
age and b) corresponding visible light fluorescence. c) Dark-field image of the same cell, each pixel
is a full 2D pattern that has been integrated. The colour corresponds to the total number of photons.
d) ROIs for the nucleus (blue), cytoplasm (grey) and background (salmon).

The Porod exponents obtained from the fits are presented in Fig. C.7b for measure-
ments on 28 E 10 PFA fixed-hydrated and 8 living cells from ref. [59]. A higher power
law exponent is obtained for living cells, and the PFA fixation exhibits lower exponents
than formaldehyde, indicating different level of structural change from the two fixa-
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Figure C.6: Microscopy and dark-field images of cells fixed with methanol. a) 20x phase contrast image and
b) corresponding dark-field image. c) Online microscope image before measurement and d) corre-
sponding online microscope image after measurement, where radiation damage can be seen.
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Figure C.7: Power law exponents of the two fit model for a) formaldehyde (F), b) paraformaldehyde (PFA). c)
Power law exponents with the one fit model for both fixatives and living cells.

tives.

Average radial intensity profiles show distinct differences between fixed-hydrated and
living cells (Fig. C.8), with a maximum difference of 40-45 nm to 50 nm for formalde-
hyde and paraformaldehyde, respectively. Furthermore, the difference in intensity be-
tween PFA and F let’s think that the PFA is causing more structural changes than
E These differences can be attributed to the different fixation process because the



150 Appendix C. Structural Changes Induced by Fixatives to Cells

a) * Nucleus F * Nucleus PFA  * Nucleus living

d=2n/q(nm)
*C F + Cytop PFA « C Iving 20

~
lw
S

12

« Nucieus F - living
* Cyloplasm F - living

o
W

15 »
- = M * Nucleus PFA - living
2 0 @ “' + Cytoplasm PFA - living
810 PYRER:
=l Q
£ bt .
@ )
a:) D05
€ £
£ . b
10
o:°,
1 01 0.2 03 1 04 05
g(nm™) g(nm™)

Figure C.8: a) Average radial intensity profiles of cells fixed with F PFA and living. b) Difference of the radial
intensity profiles of cells fixed with F and PFA, each curve is subtracted by the living curves from

[59].

cross-linking of proteins is different: CH,O for formaldehyde and OH(CH,0),H for
paraformaldehyde with n between 8 and 100, and therefore an increase in aggregate
sizes for the paraformaldehyde. Hence, the fixation process affects the sample struc-
ture, which demonstrates the necessity of using living samples for this kind of experi-
ment.

Each of the exponent groups (i.e., F nucleus low g, F nucleus high g) were then fit-
ted to a Gaussian distribution in order to compare the mean values ¢ and standard
deviations o. The values are reported in the Tab. C.2. The main observation is that the
exponents at low g are in all cases smaller than the ones at high g. It is possible to see
that the exponent values of cells fixed with PFA are smaller for the nuclei compared to
the F fixation. However, at high g range, the mean values are similar for both fixatives
in the cytoplasm ROIs. This means that the scattering curves of the nuclei are impacted
differently by the two fixatives. That is to say that PFA induces a higher degree of struc-
tural changes in the nucleus than E

Table C.2: Means p and standard deviations o of the different samples, i.e. F and PFA and. fit regions using
two power laws. Data from September 2013 (first two rows) and March 2013 (last two rows were
acquired by B. Weinhausen at the same beamline).

Formaldehyde Paraformaldehyde
Nucleus Cytoplasm Nucleus Cytoplasm
lowg highg lowg highg lowg highg lowg highg
-3.64 -3.80 -4.18 -4.33 -3.83 -4.10 -4.15 -4.36

u
Sept-2013 057 031 018 026 030 031 022 038
¢ 327 -38 -314 -3.75 - - ; ;
March2013 " 033 011 015 019 - - ; -
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C.5 Comparison and Reproducibility of Previous
Measurements

An essential and fundamental aspect of scientific results lies in their reproducibility by
independent experimenters. In order to verify this reproducibility and comparability
of the sample preparation, data acquisition and analysis, two different data set were
compared. On one side, samples prepared by B. Weinhausen, and on the other side,
the samples I prepared. The same sample preparation steps were made for the two
sets. Both sample sets were then scanned at the P10 beamline in Hamburg at DESY
with the GINIX and a beam focused to a few hundred nanometres. Similar exposures
and filters were also used. The data analysis was then performed with similar MATLAB
scripts. The power law exponents of the cytoplasm and nuclei were estimated and then
compared.

In order to be able to know with what degree of confidence the measures are com-
patible or not, a statistical Student’s t-test was used. Let’s consider two sets of measures
(x1, X2, ..., xn) and (y1, ¥2, ..., ¥n), of standard deviation oy and oy. We want to know
the probability that the quantity |uy — iyl is smaller than a certain value. We can then
construct the variable ¢ that is following a Student’s distribution (Fig. C.9a):

t= M (C.1)

2L 4 1
VS Gt a)

(ny —1)o2 + (ny — 1)o2
s=—— X 7V Y (C.2)
Ny + Ny —2

where s is the pooled variance:

Then we define the null hypothesis Hy as Hy : pix = piy and the alternate hypothesis H;
as Hy : ux # py with a significance level a at 0.05 as can be seen in the Fig. C.9a. Box plot
of the two data sets are shown in Fig. C.9b and c. The parameter a indicates a 5% (in
this case) risk of concluding that a difference exists when there is no actual difference
between the measured sets. In order to find the two critical values, one has to look at z-
tables, where the area designed by the blue and beige colours of Fig. C.9 are computed
and gives a value of 1.96 in case of a 95% confidence interval. Then the test statistic ¢
can be estimated. Now it is possible to compare the test statistic ¢ with the negative
and positive critical values, if:

-1.96<t<1.96 (C.3)

After comparing the distributions of exponents (for both the low and high g regions) of
the cytoplasm and nuclei from March 2013 (B. Weinhausen) and September 2013, no
significant difference of the Gaussian distribution can be seen for the nuclei because
the null hypothesis Hj failed to be rejected. On another side, the Hy hypothesis was
rejected for the cytoplasm, in both the low and high g regions. This can be explained
by the size of the data set of March 2013 (only 10 values compared to 28 in September
2013), the signal-to-noise ratio being lower for the data set taken in September 2013,
the ROIs identification, fixation time, concentration and quality of the chemical fixa-
tion process. The values of ¢ are given in the Tab. C.3.
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Table C.3: Values of the test statistic parameter t for the different data sets, March and September 2013. The
Student’s t-test was performed for the low and high q regions of the cytoplasm and nuclei.

Nucleus Cytoplasm
low g high g low g high g
t -1.40 -1.91 -3.55 -4.75

Hy failed to be rejected failed to be rejected rejected rejected
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Figure C.9: a) Student distribution. b) Box plots of the power law exponents for cell fixed with formaldehyde (F)
acquired in September 2013. ¢) Box plots of the power law exponents for cell fixed with formalde-
hyde (F) acquired by B. Weinhausen in March 2013.

C.6 Conclusion

The first message of the conclusion of this chapter should be not to use methanol fixa-
tion to prepare cells for synchrotron X-ray nano-diffraction experiments. The reasons
for this failure to image cells fixed by methanol have not been further investigated, be-
cause it is beyond the general scope of this thesis. However, it is an interesting outcome
that would need to be investigated with more care.

Secondly, by comparing the Porod (power law) exponents of the different samples,
a clear difference in the mean values can be seen. However, from the value of the expo-
nent it is very difficult to extract quantitative values. We can only state that the smooth-
ness of the surface of the probed particles by the X-rays are different. Indeed, a value
of -4 is typical of smooth surfaces. Another explanation could be that the low g region
does not correspond to the Porod region, but to an intermediate g range. Thus this
would mean that the particles fixed with F are smaller than the ones fixed with PFA.

Finally, the second goal of this chapter was to demonstrate the reproducibility and
comparability of two independent data sets. By independent, I am referring to data
sets (i.e. the Porod exponents) from samples prepared by different people, experiments,
data acquisition and analysis performed by different experimenters. Through a Stu-
dent’s t-test with the null hypothesis Hy, the test failed to reject the Hy hypothesis in
the case of the nuclei exponents. This indicates that there is about 95% chances that
the data share the same Gaussian distribution. Despite the fact that the Hy hypothesis
was rejected for the cytoplasm, it can be explained by the data set size, as well as, small
variations in the fixation procedure. Moreover, the cytoplasm of cells is varying much
more from one cell to another than the nuclei.
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Moreover, investigating more fixation methods could be a project on its own with a
relatively high impact for the scientific community. Indeed, a considerable part of the
biology, biochemistry or biophysics studies rely on the fixation of samples. For exam-
ple, glutaraldehyde is widely used for electron microscopy. This is also a fixative of the
aldehyde family of chemical formula CH,(CH,CHO),. Other chemicals, like ethanol,
acetone, acetic acid or oxidising agents such as osmium tetroxide are widely used in
histology.

We have seen that the structural changes induced by F or PFA lead to differences of
about 50 nm, in practice, especially for histology or biology, this length scale is much
smaller than the resolution needed to observe structure of whole cells. But in the quest
for high resolution, the technical developments such as super resolution microscopy,
the impact of the fixation method on the results should be addressed more carefully.
Thus, experiments, should be done on living samples when technically possible.






Appendix D

Other Projects

Every action needs to be prompted by a motive.

— Leonardo da Vinci, The Notebooks of Leonardo da Vinci

D.1 SAXS Measurements on Importin-

In collaboration with the group of Prof. Dr. Ralf Ficner, we have performed SAXS mea-
surements on the Importin-f from Chaetomium thermophilum under divergent crys-
tallisation conditions: i) 100 mM NacCl + 10 mM Tris, pH 7.5 as a control buffer system,
ii) the control buffer supplemented with 1 M (NH4)2SO4, pH 7.5 and iii) the control
buffer supplemented with 14% w/v PEG4000 + 8% v/v PEG200. The SAXS measure-
ments were performed on the setup described in chapter 2, section 2.4.7. In order to
avoid any concentration effect on the SAXS signal, each system was measured with
three different concentrations 1, 2 and 3 mg/mL. Then, the pair distance distribution
function (pddf) was calculated as explained in chapter 2, section 2.4. The results are
shown in Fig. D.1. The fit parameters extracted from the pddf analysis are found in the
Tab. D.1, where Rg, Day, the forward scattering I or g-range are specified for each
curve.

As expected from the crystallographic measurements performed from our collabora-
tors, we see different SAXS signals for the different buffers as can be seen from the 1(q)
and pddf curves (Fig. D.1a-c). While the Rg and Doy are similar for the PEG buffer and
the AMSO buffer, the simulated curves from the PDB (Protein Data Bank) files show
different behaviours. The experimental (average of the three concentrations, Fig. D.1e)
and simulated (Fig. D.1e) curves match very well as well as their pddf, which indicates
different conformations of the protein in the different buffers. These results have been
published in Acta Crystallographica Section D [245].
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Figure D.1: Results of the SAXS measurements. a) 100 mM NaCl + 10 mM Tris, pH 7.5 as a control buffer system,
b) control buffer supplemented with 1 M (NH4)2SO4, pH 7.5 and c) control buffer supplemented
with 14% w/v PEG4000 + 8% v/v PEG200. d) Average curves for each concentration. e) Calculated
curves from the PDB files. The inset of each panel corresponds to the pddf, from ref. [245].

Table D.1: Results of the analysis of the SAXS signal (Fig. D.1) of the Importin-f protein in different buffer
conditions and concentrations [245].

System c(mg/mL) Rg(nm) Dpay nm) Iy/c(a.u) x 10°  g-range (nm ')  Tot. est.

3 3.62+0.01 10.8 8.6+0.1 [0.15, 3.43] 0.93
control 2 3.61+0.02 10.7 9.5+0.1 [0.15, 3.43] 0.90

1 3.53+0.02 10.3 8.5+0.1 [0.15, 3.43] 0.91

3 3.72+0.05 11.0 3.8+0.2 [0.15, 3.43] 0.91
(NHy4)2S04 2 3.73+0.05 11.0 3.6+0.1 [0.15, 3.43] 0.98

1 3.74+0.07 10.7 3.3+£0.1 [0.15, 3.43] 0.93

3 3.71+0.03 11.0 6.0+0.1 [0.28; 2.67] 0.85
PEG 2 3.62+0.02 10.0 5.5+0.2 [0.28; 2.82] 0.85

1 3.76+0.05 10.6 5.2+0.2 [0.28; 2.79] 0.85

D.2 Topas Microfluidic Devices for SAXS Flow
Measurements
During my thesis I have been involved in the development of Topas (TOPAS Advanced

Polymers GmbH, Frankfurt, Germany) or COC (cyclic olefin copolymer) microfluidic
devices. In our group, X-ray microfluidic devices were produced out of Kapton foil and
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Figure D.2: Topas (COC) attenuation of transmission. a) comparison of the attenuation of X-ray of different
materials. b) Transmission of COC at an energy of 12.4 keV.

NOA glue, the whole device being attached to a PDMS support as described in ref. [167].
However, these devices were difficult to produce, and could be improved by a new poly-
mer called COC, which has a very good transmission for X-rays. We investigated the
different techniques to develop microfluidic chips in COC, and decided to use a hot
embossing technique with a laboratory hot press. I have been involved in the first at-
tempt to produce these chips together with Heidi Spears, an intern student. In the end,
we could build microfluidic chips completely made out of COC, with a total thickness
of about 200 to 300 um, depending on the channel dimension. Hence, the X-ray beam
is only passing through a layer of about 100 ym, which is about 5 to 20x thinner than
what was previously published [246, 247].

Figure D.3: First flowing COC devices. a) A red blood cell suspension, flowing from the right side towards the
left, is focused by buffer solution, channel size is 200 pm. Imperfection in the fabrication process
can be seen in all the non-optically transparent regions. b) Improved fabrication process, where
fluorescein is flown in the device, channel size is 100 um.
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The mass attenuation coefficients of different materials used, in the production of
X-ray compatible microfluidic devices, are compared in Fig. D.2 as well as the transmis-
sion of different thicknesses of COC. The first functional device has been tested with a
suspension of red blood cells, as shown panel a of Fig. D.3. The fabrication has been im-
proved, and led to more optically transparent devices as see in panel b of Fig. D.3. Now,
Gerrit Brehm, a master student, is in charge of improving the design and fabrication
process of these devices.

D.3 Structure of Actin Bundles in Hair Cell Stereocilia

The analysis performed in chapter 5, has been applied by a bachelor student, Jan-
Philipp Burchert, on actin bundles in hair cell stereocillia. The data were originally
published in ref. [60] and were acquired at the ID13 beamline of the ESRF synchrotron
(section. 2.6.1). The maxima of the I(gq) curves were automatically detected. However,
due to the complexity of the system compared to keratin, it has not been possible to
fit the data with the bundle model. Indeed, actin bundles are about 300 nm in diam-
eter and each actin filament is about 7 nm diameter. Thus, the number of filaments
per bundle is much higher than for the case of keratin (where a bundle is about 80 nm
and each filament is about 10 nm diameter). The Fig. D.4, represents the cross section
and longitudinal section of such an actin bundle. However, the automation of the peak
finding has been improved.

0.4 0.6 0.8
G [nm~')

Figure D.4: Structure of actin bundles in hair cell stereocilia. a) Electron microscopy image of the cross section
and longitudinal section of an actin bundle, from ref. [248]. b) Typical 1(q) signal of one of the
scanning points (courtesy of Jan-Philipp Burchert).
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Keratin IF proteins make up an integral part of the cytoskeleton of epithelial
cells and form a dense intracellular network of bundles. This network is built
from monomers in a hierarchical fashion. Thus, the keratin structure formation
spans a large range of length scales from a few nanometres (monomers) to
micrometres (networks). Here, keratin was studied at three different scales: i)
filaments, ii) bundles and iii) networks. Solution small-angle X-ray scattering
revealed distinct structural and organisational characteristics of these highly
charged polyelectrolyte filaments, such as increasing radius with increasing
salt concentration and spatial accumulation of ions depending on the salt
concentration. The results are quantified by employing advanced modelling of
keratin IFs by a core cylinder flanked with Gaussian chains. Scanning micro-
diffraction was used to study keratin at the bundle scale. Very different
morphologies of keratin bundles were observed at different salt conditions. At
the network scale, new imaging approaches and analyses were applied to the
study of whole cells. Ptychography and scanning X-ray nano-diffraction imaging
were performed on the same cells, allowing for high resolution in real and
reciprocal space, thereby revealing the internal structure of these networks. By
using a fitting routine based on simulations of IFs packed on a hexagonal lattice,
the radius of each filament and distance between filaments were retrieved.

In mammalian cells, each nucleus contains 2 nm-thick DNA double helices with
a total length of about 2 m. The DNA strands are packed in a highly hierarchical
manner into individual chromosomes. DNA was studied in intact cells by visible
light microscopy and scanning X-ray nano-diffraction, unveiling the compaction
und decompaction of DNA during the cell cycle. Thus, we obtained information on
the aggregation state of the nuclear DNA at a real space resolution on the order
of few hundreds nm. To exploit to the reciprocal space information, individual
diffraction patterns were analysed according to a generalised Porod’s law at a
resolution down to 10 nm. We were able to distinguish nucleoli, heterochromatin
and euchromatin in the nuclei and follow the compaction and decompaction
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