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PREFACE

The 2nd Géttingen GIS & Remote Sensing Days (GGRS2006) was held at the University of
Gottingen, Germany, from 4 to 6 October 2006, with the general theme ,,Global Change
Issues in Developing and Emerging Countries®. The international conference was hosted by
the the Institute of Geography (M. Kappas) and jointly organised with the Institute of Forest
Biometrics and Applied Computer Science (B. Sloboda) as well as the Institute of Forest
Management (C. Kleinn) of the University of Géttingen.

First of all I like to mention that many colleagues who had visited the 1 GGRS in 2004
have also visited the 2°d GGRS, most notably I like to note Jan Tucek (Rector of the
Technical University of Zvolen) and Ronald McRoberts (USDA Forest Service, St. Paul,
Minnesota, USA), both members of the 1t GGRS conference committee. I am very happy
to meet them and many other colleagues of the 1 GGRS again. I think this is a clear sign or
indication of growing together, which will deepen the feeling of a “GGRS-family”. The
persons in charge will promote the collaboration between the different universities and
involved research centers.

At the conference, more than 50 papers were presented.Particular attention was drawn to the
protection of sites, to forestry, land degradation, environment/ecology applications. Based
on the papers presented in these proceedings, it is clear that GIS and remote sensing, though
not an overall methodology, is nvertheless a valuable tool in helping to tackle and solve
many scientific, technical, social and especially environmental problems in developing and
emerging countries and for mankind in general.

I would like to thank all colleagues who have organised this event in Géttingen. To call by
name: Johannes Broetz, Axel Buschmann, Stefan Erasni, Susanne Feisthauer,

Marion Hergarten, Catrin Kollatschny (GGRS-Office), Paul Magdon, Thorsten Mewes,

Uwe Munfs, Sonja Riidiger (GGRS-Office), Eva-Maria Schneider (Proceedings-Development), Rainer
Schulz, Torsten Sprenger and Kai Walter.

For those who could not attend (and this was sadly the case for many researchers from
developing countries), I hope this volume provides a brief view of the research presented in
Gottingen.

Looking forward to meet you all at the next GGRS 2008 conference in Gottingen.

Martin Kappas
University of Gottingen

GGRS conference committee (left to right): Lubomir Scheer, Jan Tucek, Martin Kappas,
Branislav Sloboda, Uwe MuuB3, Brigitte Groneberg, Peter Holmgren, Ronald McRoberts,
George Gertner, Christoph Kleinn
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Modelling Malaria Transmission in a Rural Region in
West Africa: A Case Study of Nouna District, Burkina
Faso

D. Karthe® and M. Kappas

«Department of Geography, Georg-August-University, Gottingen, email:
karthe@k2-geo.com

ABSTRACT

Malaria remains one of the most widespread and fatal infectious diseases in many
countries of the developing world. Among other factors, the t'ransmission process
is highly dependent on environmental parameters such as climate or vegetation
which determine the habitat properties of the Anopheles mosquitoes which transmit
the disease. One suitable tool to predict mosquito population dynamics and thus
malatia transmission risks is the use of remote sensing data to monitor spatio-
temporal variations of the environment in potential mosquito habitats. This article
looks into the application of MODIS LST and NDVI data as input variables for
malaria prediction at a regional scale.

Keywords: Malaria, West Africa, Remote Sensing, Mosquito Habitats
1 INTRODUCTION

Despite the efforts of numerous campaigns to eradicate or control malaria, 3.2
billion people live in malaria risk areas and an estimated 350-500 million clinical
disease episodes occur annually [1]. Sub-Saharan Africa, where infections with the
most serious malaria parasite (Plasmodium falciparnm) dominate, bears the largest share
of the global malaria burden. In West Africa alone, these infections are responsible
for about 1 million deaths annually, mostly in children below the age of 5 [2].

[ AR rp—

4 - Cmanc réusece

Figure 1. The malaria transmission cycle and climatic influences; based on [3]

Proc. 20 Gottingen GIS and Remote Sensing Days, 4-6 Oct. 2006, Gottingen
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Malaria is a vector-borne which is transmitted by Angpheles mosquitoes and
caused by four protozoan parasites, P. vivax, P. ovale, P. malariae and P. falciparum.
Female anopheline mosquitoes have to take blood meals prior to oviposition as they
require proteins. During a blood meal from an infected person, a mosquito may
ingest a parasite which then undergoes further development. After completion of
the sporogonic cycle, infective forms of the malaria parasites (sporozoites) may be
injected into a new human host. [3] This part of the transmission cycle depends on
ecological factors such as the climate as they have an impact on mosquito
reproduction, longevity and biting behavior. [2; 5]

2 MODELLING MALARIA RISK IN NOUNA DISTRICT,
BURKINA FASO

Field experience and laboratory studies have shown that various aspects of the
malaria transmission cycle are influenced by ecological factors such as the climate.
Nouna District, Burkina Faso has been identified as one region which is ideal for a
case study on the environmental impacts on malaria transmission for several
reasons: (1) it is an area of endemic malaria where malaria significantly contributes
to the total disease burden; (2) there is a marked seasonality of the climate and
malaria transmission; (3) an existing network of climate stations provide ground
data; (4) the Centre de Récherche en Santé de Nouna (CRSN), in a cooperative effort with
the Department of Tropical Hygiene, Heidelberg University, registers the time and
locality of malaria cases of the study population. [4] Despite the complex
interrelations between various ecological parameters and different aspects of malaria
transmission, the survey of environmental variables through remote sensing may be
one key to better understand the spatio-temporal pattern of malaria outbreaks.

2.1 MALARIA TRANSMISSION AND THE ENVIRONMENT

The intensity of malaria transmission is linked to a large number of environmental
parameters such as the climate, the terrain, the hydrography and the prevailing
vegetation or land use in a region.

A

Impact of temperature on malaria epidemiology

- ~
A b F
! F
=2 &
=] -
5 F=
[ 10 [,
=1 [+
o
Temperadune (")
¥ Chaonen o el Ses- # [ o LIS B VO Wl A L RO i
wepprrrd 1 r——— e ot R ——

Figure 2. The role of temperature for malaria epidemiology
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The effects of temperature on the reproduction, longevity and behavior of the
mosquito vectors are a fine example for the complex interrelation between malaria
transmission and the environment:

e At a temperature of 31°C the development from egg to adult takes around
seven days, and considerably longer at lower temperatures (20 days at
20°C). Higher temperatutes, unless accompanied by drought, result in even
faster larval development [2; 5].

e The length of live of adult Anopheles varies somewhat between different
species but much more due to environmental factors such as temperature,
humidity and presence of natural enemies. When the mean temperature is
over 35°C or the humidity less than 50%, the longevity of the mosquitos is
drastically reduced [6].

e The period between one egg-laying and the next is called the gonotrophic
cycle. The duration of the gonotrophic cycle is an important measure in
malaria epidemiology as it determines the number of blood meals a female
mosquito takes during her life. In the tropics one gonotrophic cycle
typically lasts between two and four days. Low temperatures or adverse
environmental conditions such as drought may lengthen this cycle
considerably [5].

2.2 THE STUDY REGION

The Nouna region is located in Kossi Province in western Burkina Faso (12°49’ to
12°96’ N / 3°53’ to 4°06* W). It is a dry savannah region with a hot and short rainy
season and a total annual rainfall of about 700mm, most of which falls in the June-
September period. The average annual temperature is 29°C with a wide seasonal
variation and diurnal variation in the cold period (December-January). Malaria
transmission is therefore endemic with strong seasonal variation and a high
transmission period that starts one month after the onset of the rainy season until
November. As environmental conditions range between marginal and optimal for
malatia transmission, even relatively small changes in environmental conditions, may
have a significant impact on malaria transmission pattern.

Nouna District is an area with a high population growth, resulting in an
increasing pressure on the regions natural ecosystems. The transformation of areas
with natural vegetation into agricultural land can be expected to have a significant
impact on mosquito habitats and malaria transmission in the future. Even today,
malaria is the major cause of death for young children.

A Demographic Surveillance System provides accurate and regularly updated
information on the population in terms of its characteristics. 60 000 individuals have
been followed up since 1992 by continuous registration of their vital events (birth,
death, migration). Cases of malaria are closely monitored and the location and time
of each incident is registered at Nouna, Koudougou, Goni and Cissé [5].
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Nouna:
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Figure 3. Location and characteristics of main study sites

2.3 MALARIA AND THE ENVIRONMENT IN THE STUDY
REGION

A strong monthly variation of Plasmodium falciparum infection incidence was
observed among the study population. In 2004, the lowest incidence rates per 1000
person years were consistently observed for all sites in May and June (Cissé: 6.7, 6.3;
Goni: 31.0, 29.1; Kodougou: 18.5, 17.6 and Nouna: 22.0, 12.4). In contrast, the
highest incidence was observed in different months for each site. It was in
September for Goni (272.6 per 1000 person years), December 2003 for Kodougou
(239.1 per 1000 person years), August for Cissé (268.6 per 1000 person years) and
October for Nouna (126.5 per 1000 person years). [5]

Many laboratory-based studies have identified temperatures as one of the factors
determining mosquito population dynamics and malaria transmission risks. Whereas
both ground-based (meteo station data; Tair) and remotely sensed information (e.g.,
MODIS LST) may be used to infer ground temperatures, both methods may result
in rather widely different results. Observations in the Nouna area show an average
difference of AT=9.7 K, which range from less than 3K during the rainy season
(July, August) to as much as 14.7 K during the winter months. Despite these
differences, LST and Tair show a very similar seasonal pattern; the number of
mosquitoes caught by Light Trap Capture in Nouna shows that their number rises
considerably during August and September when temperatures drop due to rains.
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Mosquito Abundance vs Temperature

- o 60.0 o

08 > 9o

o= - 400 © @ 0

ET 223
| Q. ©

5Q 200 252

ZE L o,
0.0 F

5’0{'\ @'Z’S @‘b\'\ ’50 6®Q éo
Month of 2004

[CILTC =@=\leteo Station: AVG ==#=| ST Data (derived from MODIS) ‘

Figure 4. Mosquito abundance and temperatures

As temperatures alone cannot account for this rise in numbers, and humidity
plays an important role as rainfall provides breeding places (and higher humidity
increases the longevity of mosquitoes), other environmental data need to be
considered as well. In a semi-arid region with a marked seasonality in precipitation,
such as Nouna, the NDVI does not only reflect the state of the vegetation but
indirectly the availability of water.

The highest NDVI values were recorded in August and September 2004,
whereas the highest precipitation at Nouna meteorological station was recorded in
July and August 2004. There appears to be a lag of one month (at the given
temporal resolution of the data) between the maximum amount of rainfall and the
maxima of the NDVI and mosquito abundance. Therefore, the NDVI appears to be
a suitable predictor variable for the number of mosquitoes and thus the potential
risks of malaria.

These results constitute the preliminary findings of an ongoing research project
at the Department of Geography, Gottingen University. A higher temporal
resolution of the individual variables and the development of a more robust and
accurate algorithm to predict air temperatures from MODIS LST include two of the
aspects to be worked on in the near future.
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NDVI vs Vector Abundance (LTC)
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GIS-based Urban Sustainability Assessment

H. Storch” and R. Eckert’

« BTU Cottbus, Department Environmental Planning, email: harry.storch@tu-
cottbus.de
*BTU Cottbus, Department Urban Planning and Spatial Design, email:
ronald.eckert@tu-cottbus.de

ABSTRACT

The paper presents significant initi’al experiences of an urban sustainability
assessment research project of housing policies at the urban planning level in Ho
Chi Minh City (HCMC), Vietnam. This research project is financed as part of the
new research programme “Megacities of Tomorrow” by the German Federal
Ministry of Education and Research (BMBF). The objective is to develop an
integrated approach for the sustainable development of housing and settlement
structures to balance urban growth and redevelopment in HCMC. A special focus
will be laid on methodological issues of urban sustainability indicators and their
spatial representation by multi-layered urban typologies for the evaluation of
housing and settlement strategies.

Keywords: GIS, Sustainability Assessment, Megacities, Urban Typologies.

1 INTRODUCTION - MEGACITY RESEARCH IN HCMC
Megacities of tomorrow like Ho Chi Minh City (HCMC) offer exceptional
opportunities to analyse both the impacts of large-scale environmental resource
problems and institutional responses to these impacts, as well as urban planning and
management strategies to overcome the limits and failures in the management of
environmental resources.

The transition of the economic system of Vietnamese cities [1] has brought
about major transformations in the physical and functional urban structures over the
last decades. The development of the future megacity of HCMC has two interrelated
perspectives: firstly urban growth, the evolving urban forms in the context of
urbanisation, and secondly urban redevelopment within the inner urban area.
HCMC covers 2,000 sq km, divided into 24 districts hosting an official population
of more than 6 million. The inner city has an average population density of around
10,000 people per sq km. HCMC is undergoing a rapid urbanisation such that by
2020 the 17 inner city districts are expected to have a population of approximately 6
million, while the suburban area will have roughly 4 million residents. This rapid
population and economic growth since the policy reform of Doi Moi has put a large
and increasing stress on the water resources and environment in HCMC. The
demand from industry and households surpassed the current distribution capacities.
The water quality in underground sources and river courses is highly degraded due
to many sources of pollution [16].

Proc. 204 Gottingen GIS and Remote Sensing Days, 4-6 Oct. 2006, Gottingen
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In HCMC, the public transport infrastructure can attract only around 10% of
travel demand. The transportation infrastructure is poor and almost 90% of
commuters use private forms of transport. The dominance of motorcycles and the
weakness of public transport have resulted in increasing emissions from private
urban transport activities. HCMC’s infrastructure is overloaded and is unable to
meet the needs of people living in highly dense urban areas [17].

HCMC offers an appropriate setting for the analysis of many of the institutional
forces and the urban dynamics that impact the interconnections between humans
and their management of environmental resources in the megacities of today [9],
because solutions seeking to make megacities work for those who are there and the
migrants who will inevitably arrive are very uncommon [18]. The current urban
transformation process requires that the urban planning system is based on a sound
understanding of the housing and settlement development processes.

Quality of life, as access to basic housing needs and public services, and
environmental quality are the determining factors in what a sustainable built-up
environment is. However, there is need for a framework that will be able to support
claims about housing needs in relation to the context of society and the physical and
natural environment. The purpose of the research is to investigate the way in which
housing needs and sustainability will be able to reinforce one another [11].

2 GIS-BASED SUSTAINABILITY ASSESSMENT

The overall objective of the GIS-based sustainability indicator framework is to
promote a better understanding of environmental and social impacts of planned
settlement and housing developments in HCMC. Modern remote sensing (RS) and
geo information (GI) techniques have had significant success in monitoring fast
development processes in megacities [8]. The urban landscape is dominated by built
environments that are physically distinguishable from the surrounding natural
environment and therefore are readily identified through the use of remotely sensed
image sources [6]. The framework needed, however, has to go beyond this simple
identification of an urban environment and to integrate the variability of the built
environment, which is associated with variability in human use patterns in
settlement areas [7]. The key hypotheses are that different types of environmental
and resource problems require particular kinds of management strategies to organise
the obvious limits to growth of a pure, informal urbanisation process in
metropolitan regions [12].

2.1 CONFLICTING REQUIREMENTS OF SUSTAINABLE URBAN
DEVELOPMENT

To enable sustainable livelihoods for all within the bounds of the environmentally
possible, the spatial planning aspects of sustainable urban development require the
development of settlement and housing structures that facilitate equitable access to
public resources and service opportunities and the efficient sharing of finite natural
resources and agriculturally productive space in the metropolitan region. The social
aspects of sustainable settlement and housing development primarily require
providing people with opportunities for an acceptable quality of life. Planning
strategies to ensure an acceptable quality of life are focused on the reduction of
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environmental threats to human health that arise from insufficient urban sanitary
infrastructure, inadequate provision of safe water, hazardous water and air pollution,
and poor environment-related public services like the management of public
transportation and of solid waste.

The environmental aspects of sustainable urban development of future
megacities require a balance between protecting the natural environment and using
its resources in a way that will allow the sustainable supporting of an acceptable
quality of life for all urban residents. Environmental planning strategies are primarily
concentrated on the reduction of impacts on natural resources and environmental
systems of urban-based production, consumption and waste generation. Because
these different principles of sustainability obviously have conflicting requirements
[12], an integrated urban planning strategy will try to balance these different
requirements. The resulting planning decisions need to be regularly monitored and
assessed against agreed-upon urban sustainability indicators.

Because sustainable urban development holds these conflicting demands with
different priorities in different regional contexts, it is not possible to define a general
concept for sustainable human settlements. But urban-related sustainability indicator
frameworks, like the Human Settlement Indicators of the Habitat Agenda, are
creating an accepted normative framework based on human settlement-related
indicators, defining urban sprawl and densification, and standards for basic needs,
such as access to water and sanitation.

2.2 EFFICIENY INDICATORS FOR URBAN LAND USE
PLANNING

Settlement structure and its form of the built environment determine both the
efficiency of resource uses and the quality of life of the inhabitants. Urban
development planning of the last decades and the current discussion on sustainable
spatial planning are characterised by two contrasting and conflicting urban planning
models [4]. The 'network city' represents a cat-based urban planning model and is in
line with the global trends in urban development and the 'compact city' which
represents an efficient use of resources such as land, energy, materials and time. The
compact city model can assist in visualising a more sustainable urban form defined
by two planning principles - densification and integration. The resulting dense and
socially diverse urban structure lets social and economic activities overlap around
well-defined centers of activity, generating focal points around which
neighbourhoods can develop, thus reducing transportation needs.

Because efficiency indicators for residential land use can be easily used to
contrast and separate the two competing urban development models of the current
spatial planning discussion, the efficiency of regional and urban development
structures is a real, measurable phenomenon with real implications for sustainability
assessment (SA) procedures in urban planning. Densification is the most important
efficiency indicator for urban land-use patterns, because it reduces sprawl. Further,
the dense structure of the compact city provides the necessary economies of scale
for an efficient infrastructure, and provisions for certain types of public urban
services and an efficient use of finite natural resources. Urban planning strategies
based on the compact city model with its efficient urban-related infrastructure and
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service provision and protection of the natural environment promise to reduce the
urban environmental footprint of megacities.

Yet in heavily under-serviced urban areas in developing countries, densification
can be detrimental. In HCMC informal settlements are examples of areas of
extremely high density living, but inadequate levels of service and infrastructure
provision creating setious health problems and increased environmental impacts in
these urban districts. In these under-serviced urban areas poverty reduction is the
primary issue and the necessary establishment of acceptable living conditions
induces an increase in resource consumption and energy production. Higher density
is therefore not the only indicator for sustainable urban structures.

3 COMMON SPATIAL FRAMEWORK BASED ON URBAN
TYPOLOGIES

Sustainable urban development requires different strategies for different settlement
types, because spatial planning concepts are very dependent on the particular local
urban context. Different discipline-specific methodological approaches to the ‘urban
environment’ require a commonly accepted spatial working basis, which can ensure
that the resulting heterogeneous investigations can be trans-disciplinarily integrated
by using an adequate spatially explicit classification. Therefore an ‘urban typology’
concept was developed and will be used as a practicable method to organise the
spatial order of housing developments in HCMC.

Different settlement types will have different implications for achieving
sustainability of settlement and housing structures. Settlement and housing types in
HCMC are not uniform. Understanding these different types in HCMC therefore
becomes crucial to the urban planning debate in this metropolitan region. Building
HCMC-specific urban typologies should be centred on the interpretation of
settlement types according their sustainability. To distinguish different settlement
types it is important to define, based on sustainability indicators, the core
information layers that can help to differentiate one settlement from another.

Because of the difficulties of separating settlement and housing typologies in
HCMC they ate used in an integrated manner to accept the complex nature and
continued transformation of urban typologies in HCMC. It is therefore not the
primary goal to develop a general definition of settlement and housing typologies in
HCMC. Rather an analysis of the sustainability of urban typologies in a relatively
representative model of different settlement and housing types is needed to assess
the problems of different urban settlement and housing structures. Urban typologies
can provide a tool for the structured and representative analysis of settlements in
HCMC with its different components, of which housing is an important one.

The housing-related ‘urban typology’ provides a uniform methodological and
spatial framework for the different tasks within the interdisciplinary network of the
research project. Housing-related urban development decisions require a rational
characterisation of urban structural landscapes according to environmental relevant
features. The typology approach ensures that data integration of different sources
(remotely sensed, field-based, survey-based and map-based) with their original
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specific sparial/ temporal resolutions and thematic contents can be operationally
integrated in the GIS environment of the research project.

3.1 METHODOLOGY - DATA COLLECTION BASED ON
HOUSING TYPOLOGIES

In general, data on the housing typologies will be gathered by examining actual
study sites within the metropolitan area of HCMC. Prior to the selection of these
study sites, the kinds of housing development inherent to each typology were
identified.

Four representative types, so called archetypes, of residential development were
generally identified: Shop house (tube house with small lot wide) patterns, villas
structures, condominium (mid-rise multiple family apartment buildings) and high-
rise apartment blocks (up to 20 storeys high). Based on these four housing
archetypes, each of these types was conceptually divided into two subtypes to
generate the housing typologies with the exception of the shop house structure,
which was divided into seven subtypes to reflect the broad variety of these
predominant settlement structures occurring in the inner-districts of HCMC. The
shop house is a building typology often found throughout Southeast Asia. They are
mostly two to three storeys high and serve both shops on the ground floor and
living quarters above. In HCMC, shop houses are located predominantly in the
inner-city districts. The following building-specific indicators were used to define
the final housing typologies: Height (storeys), block size and shape, structure of the
street-network, built-up ratio, location in the metropolitan area, housing mix and
mixture of usage (multi-functionality). Finally each housing typology is described by
a unique combination of street block arrangement, land use mix, and density range
(Tab. 1). These housing typologies are used to define the study sites for the data
collection procedures.

Table 1. Study Sites, Housing Typologies.

Hou- Description Height |Block Street- Built |Location |Housing |Mixture
sing (Storeys) |Size Network |-up Mix of Usage
Typo- (Shape) Ratio (Types) |(Res/So/Co
logy m)
Shop house
Type A |Shop houses on 1-3|large irregular  |medi |Inner- medium |medium
the border um |City (shops in the
(street-otienta- outside
ted) of a slum bordets)
area
Type B [Medium-sized 2-4|medium  |regular high |Inner- low high
blocks with a City

small inner
connection only
for pedestrians

Type C  |Small-sized 2-3|small regular medi |Inner- low medium
blocks, every plot um  |City (basically
is connected to a residential
street use)

Type D |High-density 2-8|small regular very |Inner- medium |high (basically




22

tourist area with high |City commercial
hotels, use,
restaurants, only some
agencies in shop residential
houses use)

Type E  |Redevelopment 5[small regular high |Inner- low medium
site with shop City, (sometimes
house typo-logy Redevelo residential use
for middle- to pment only)
high income Area
groups

Type F  |Orthogonal shop 1-2|medium |regular medi |Outer low medium
house pattern in um  |Districts
the periphery

Type G |Linear street- 1-2|no blocks [irregular  |low  [Outer medium |medium
orientated sprawl Districts

Villas Structure

Type A |Mainly original 1-3|medium |regular medi |Inner- medium |medium-high
villa structure um |City
from the French
influence

Type B |Villa structure 1-3|medium |regular medi |Inner- rich medium-high
with an intense um- |City
mix of other high
typologies

Condominium

Type A |High-density 5-6|small regular high |Inner- low medium
linear apartment City (plug-in |(shops,
blocks in shop |[services on

house ground floor)
area)

Type B |[Medium-density 5-6|large irregular medi |Outer medium |medium
apartment blocks (linear um  |Districts (shops,
with designed row- services on
public space and structure) ground floor)
partly occupied
by slum buildings

High-rise

Type A |High-rise app. 20|small irregular  |high |Inner- low low
apartment City
buildings as plug-
in in existing
settlement
structure

Type B |High-rise 20-24|medium  |regular medi |New low medium
apartment um- |Develop (shops,
buildings in the high |ment supermarkets
new Area on ground
development area floor)

Saigon-South
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3.2 HOUSING TYPOLOGIES - SELECTION OF STUDY SITES
Each study site represents one housing typology found within the settlement pattern
of HCMC. First, these study sites were spatially defined through examination of
satellite images and later verified by ground recognisance. Study sites were selected
following three primary criteria: archetypical representation of the housing typology;
conformance of the shape and size of the street block arrangement to the
overarching archetype; and correlation to pre-existing statistical and spatial data
sources. The final criterion was included to simplify the data collection process
during the initial phase of the research programme, where all available data required
for the multi-layered approach should only be aggregated to reflect the typology-
driven accepted common spatial framework. Out of this process, a first requirement
for thirteen study sites was realized (see table typology).

Up to four study sites are selected for each of the housing typologies. Each study
site is selected to represent one housing typology found within the neighbourhood
pattern on district level. The physical boundaries of the housing typologies atre
defined by street blocks. The study site is embedded within the surrounding urban
fabric of the neighbourhood pattern. Data collected from the study sites for the
representing housing typology will be used to formulate scores for sustainability
based on the multi-layered approach. The neighbourhood pattern is represented as a
puzzle, in which the separate housing typology pieces fit together to form the
complete picture of settlement developments in HCMC.

4 TYPOLOGY BUILDING BASED ON SUSTAINABILITY
INDICATORS

There is a need to create urban typologies of the settlement structure of cities such
as building/population density, housing types, spread of public services, commute
times and other environment-related infrastructure issues. Such an urban typology
of housing and settlement structures can take into consideration socio-economic
information to determine the liveability and overall sustainability of these individual
urban types. The proposed concept represents an interpretative method to integrate
the physical aspect of housing developments with the socio-economic and
environmental-related information of built-up areas (Tab. 2) based on the concept
of urban typologies. The main purpose of urban typologies is to ensure that
assessment of planning policies can be clarified and simplified by grouping
residential areas and neighbourhoods with common characteristics and that could
therefore have similar sustainability problems and environmental impacts.

4.1 INDICATOR-BASED MULTI-LAYERED URBAN TYPOLOGIES

Because indicators used should reflect the housing-related sustainability issues that
the urban typology is seeking to address, a layering of indicators is the most useful
approach. It appears to be consensus that a useful urban typology must combine a
range of different indicators. The selection of these indicators will directly influence
the conclusions that can be drawn from the urban typology approach. The
classification of settlement patterns and housing structures should be combined
with an analysis of socio-economic, environmental and public service/infrastructure
characteristics in order to provide a more accurate picture of current housing
problems.
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Certain core sustainability indicators specifically linked to urban settlement and
housing structures have been identified by the analyses of international indicator
programmes [13, 14] and critically assessed for their relevance to housing
assessment in HCMC. The indicators used to formulate the urban typology ate
predominantly focused on housing structures and settlement pattern [5], with
environmental capacity / sensitivity and  socio-demographic and economic
characteristics also being included. Therefore housing related typologies must be
developed on the basis of criteria which reflect these additional socio-economic and
environmental issues. This has led to a multi-layered typological approach (Tab. 2)
in which urban typologies instrumental in highlighting the major aspects of
sustainable urban development can be identified. The framing of these factors is
based on a set of requirements drawn from international descriptions of the
characteristics of a sustainable settlement as measured by the described indicator
conceptions.

This multi-layered approach reflects that the livelihood of the neighbourhoods in
general is dependent on the combined effect of a range of sustainability-related
factors rather than the presence or absence of single aspects of urban sustainability.
To assess the sustainability of urban settlement developments, four different layers
must be analysed: physical structure, urban environmental land-use pattern [2], use
(infrastructure services) patterns and the social system (Tab. 2).

Table 2. Multi-layered Urban Typologies based on Sustainability Indicators.

Layer 1 — Physical Structure Urban Settlement Planning

T ; o s

§ ® In urban areas, typologies are linked to housing
developments

® Housing related typologies reflect the regional
knowledge of urban planners.

® Indicators used to formulating the urban
typology are predominantly focused on housing
structures and settlement pattern.

® Housing structures are detectable with high
resolution remote sensing data.

Environmental Land Use Planning

= Linking land/vegetation-cover information to
housing typologies

® Environmentally-based urban administration
decisions require characterisation of urban
landscapes according to urban land-cover and
land-use types.

= Integration of available data from different
sources is possible (remotely sensed, field-based,
and map-based).

Layer 3 — Use Pattern Puplic Infrastructure Services
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*  Availability/quality of environmental-related
infrastructure/services.

= Assessing levels of infrastructure and service is
important for the definition of settlement zones.

= Definition of solutions for appropriate urban
infrastructure development.

= Sustainable management of urban services to
improve the urban environment.

= Integration of available data from official sources.

Social Sciences and Human Geography

4 " Socio-demographic and socio-economic
Information

= Socio-demographic characteristics covering a
range of indicators such as social and economic
status, household composition and migration
patterns.

=  Economic characteristics can describe sources of
employment, income and the relationship
between the residential area and the urban
economy.

The data collection is based on two sources: a GIS survey of pre-existing
statistical data aggregated on street block level and ground reconnaissance. The
indicator-related data collection was chosen on the basis of the four layers
establishing the multi-dimensional housing typologies: housing structure, urban
land-use pattern, housing-related infrastructure services and socio-demographic
characteristics. The concept of multi-layered urban typologies promises to deliver an
integrated view of housing-specific problem areas to urban and environmental
planners in a form that makes sense to them; because it provides a unit of analysis
that is attractive to each of them; because the urban typology creates clusters of
residential areas with similar housing structures, setvice / infrastructure availability,
socio-demographic components and environmental pressures; and makes it possible
to analyse commonalities and differences in urban development strategies (Tab. 2).

4.2 SUSTAINABILITY LAYERS OF HOUSING DEVELOPMENT
STRUCTURES

The main task of the multi-layered typology approach is to illuminate the
connection between patterns of housing development and the sustainability of the
metropolitan region of HCMC. The data collection for the housing typologies has
to be distilled into four factors. These four layers were selected to reflect sustainable
spatial planning research that has evolved in response to an increased concern about
the environmental, social and economic costs of continued unsustainable urban
development. Urban sustainability goals generally state that all residents have the
right to clean air, safe water and affordable housing. This means, communities
should be designed to reduce dependence on private modes of transport; to protect
the functioning of streams, sensitive natural areas and resources; and to foster an
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acceptable quality of life for residents. The layered approach of housing typologies
helps to indicate how successful each typology is in achieving these goals.

The mix of urban land uses, predominance of building types, density of
development, and arrangement of street blocks describe a housing development
pattern. Density and urban land use mix as well as the physical pattern of street
blocks influence sustainability. The infiltration of rainwater is important to recharge
groundwater. Infiltration also prevents flooding of housing areas, which occurs
when large volumes of rainwater are conveyed to the canal and river network during
storms. Soil sealing is a measure of how much of the area is in situ capable of
infiltrating water. Areas with sealed soils are surfaces like streets, sidewalks and roofs
that rain water cannot seep through. Areas with unsealed soils are surfaces like
lawns, gardens, parks and lawns that rain water can infiltrate.

A fine-grained and diverse land use mix puts residents close to their daily needs
including school, local shopping and, for some, work, while higher densities provide
the residents required to support public infrastructure services and local shops.
Housing mix describes what range of different housing types is available to
residents. A good mix ensures that a wide range of household types can have their
necessary housing needs accommodated in the neighbourhood. Affordability is
different from housing mix and describes the cost of residing in the settlement
pattern. Affordability measures what percentage of existing households could afford
to purchase or rent a home or apartment in each settlement pattern and is broken
down by different housing types.

These features are jointly influencing sustainability factors such as: commuting
behaviour, housing affordability, the formation of social ties and job opportunities,
and the efficiency of the use of land and natural environmental resources in general.
A fine-grained urban land use mix places opportunities for employment close to
residents. Higher density housing developments put enough residents in the
neighbourhood to support public transit and local shops. A well interconnected
arrangement of street blocks makes it easier to establish the necessary access to
urban infrastructure services. In combination with higher population densities the
cost of developing such urban infrastructure services are substantially lower.

Clearly, the structure and arrangement of housing areas are factors influencing
urban sustainability. Recognition of this connection makes it possible to re-evaluate
the housing development pattern as a fundamental determinant in the formation of
urban sustainability, because, if replicated on multiple sites, the housing
development pattern becomes an integral part of the urban fabric of HCMC. The
sustainability of each housing development helps to determine the ultimate
sustainability of the urban region. Urban sustainability is strongly influenced by the
choices that are made about the housing types to build.

5 DISCUSSION AND CONCLUSIONS

The concept of multi-layered urban typology looks at the housing development as a
regional building block. Rather than examining the effects of housing developments
on single aspects of sustainability independently, possible combinations of these
aspects are explored. The goal of the data collection is to determine the relative
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sustainability of each housing typology. Although all of the defined housing
typologies are pre-existing in HCMC, the purpose of the multi-layered approach is
to describe how each one would function as new developments in the metropolitan
area of HCMC. The results of the investigation of multi-layered housing typologies
will be applied in the Sustainability Assessment of new housing developments,
where urban planning administrations may combine different housing typologies to
explore the implications of the resulting settlement pattern on the creation of a
sustainable urban development region.

This could help the urban planning system to act as an interface, connecting
development strategies to produce a more sustainable approach to future settlement
developments in the housing sector. The outcome of this research project will show
whether a GIS-based sustainability assessment of urban developments fulfils only a
technical role as a pure planning information system, or whether it might occupy a
more central role in terms of sustainability assessment based on indicator-based
modelling of form and function of defined urban typologies.
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ABSTRACT

It is shown that such different types of information systems as fuzzy control
systems and remote sensing systems may be optimized using simil®ar procedures if
both of them ate attributed by some similar featutes of systems. The chosen single
logarithmic weighted functional of effectiveness and universal limitation condition
related to the distribution of the system’s major resource parameter during the
whole work cycle makes it possible to find out the universal optimal regime of work
for considered systems. The mathematical solution of optimization task is carried
out using the multistage optimization principle previously suggested by the authors.

Keywords: transitive systems, fuzzy systems, optimization, criterion of

optimization, remote sensing systems

MAJOR COMMON FEATURES OF TRANSITIVE - FUZZY
SYSTEMS

There are many universal principles of optimization and control, which are
successfully used in solution of various tasks. Suggested in this article the described
transitive — fuzzy principle of optimization conceptually expresses the unity of
definite and fuzzy systems and opens the new possibilities in formation of new
single methods for analysis and synthesis of information systems considered as
transitive definite or fuzzy systems (afterwards these systems will be called as
transitive — fuzzy systems).

Major features of the formed class of transitive — fuzzy systems are following:

1. These systems are characterized with transitive parameters T, (Ti =0=+T,, X)

to which the following is attributed:
(a) the function of membership 1= u (Ti ) if the fuzzy system is considered;

(b) signal/noise ratio, if the definite system is considered.

2. We assume that these systems are characterized by some limiting resource
parameter, which is determined as follows:

(a) for fuzzy systems:
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max

,[/umax( )dT =const.

The parameter M ¢ factually characterizes the fuzzy — resource of systems.

(b) for definite systems:

Tmax

My= [5(T)dT =const.

0
The parameter My factually characterizes the correctness resoutce of a system.

3. The transitive — fuzzy systems are characterized by single logarithmic
functional of effectiveness, which is determined as follows:

(a) for fuzzy systems:

Sl

i:/umax( )

for discrete control regime, and

Timax

jln[y( )|TdT

z,.- M

a Tmax

£umax (T )dT

(b) for analogous systems; the logarithmic functional of effectiveness is to be

written as
n
$inlofr I
Zy=rr—r>
2 (Tj)
j=1
for discrete control regime, and

Thax

Jinfp(T)7d7
Zy,= . @

in the analogous control.

4. The optimization of the systems of formed class of transitive-fuzzy systems,
i.e. optimization of functionals (1) and (2) should be carried out by single principle
of optimization, which will be explained below.
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OPTIMIZATION OF FUZZY CONTROL SYSTEM

As the first example of realization of transitive — fuzzy principle of optimization we
consider the classical structure of fuzzy information system for control [1] (fig. 1).

Figure 1. Base structure of fuzzy control system.
1 - controlled process; 2 - fuzzy controller; 3 - differential comparator; 4 -
fuzzificator; 5 - extractor; 6 - base of knowledge, base of data; 7 — defuzzificator
The working principle of the fuzzy system is as follows [1]. The current output
Y (t) of the controlled process 1 in the form definite signal is put to the entry of the
system, where it should be compared with the definite task signal Q (t) in the

differential element 3. The formed error signal e(t) is put to the entry of fuzzy

controller 2.

The fuzzifier 4 transforms E(t) to a fuzzy set. The extraction mechanism 5
using the information compiled in the base of knowledge and data 6, transform the

aforesaid fuzzy sets to the output fuzzy signal U*(t) of the fuzzy controller.

Defuzzifier 7 carries out transformation of the fuzzy control signal U*(t) to the
definite signal of control.

As it is noted in [1], the fuzzifier carries out reflection from space of fuzzy
control signals to the space of definite control signals. At present time the most
frequently used strategies of defuzzification are criterion of maximum, middle of the
maximum and weighted center of zone. In this research we suggest the new strategy
— logarithmic weighted center for distribution of possibilities of resulting effect.

In the case of discrete control this method gives us following estimate of definite

control input:
i [ max ( j ) }\N i
Ly== , ©)

5 o )
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where W j - carrier of value of control input  under regular number

J (j :ﬁ)’ upon which the function of membership reaches its maximal value
Hmax (WJ ) :
The regular analog of the formula (3) can be written as follows:
Winax
I W 100, finax, (W)dW
Zow == : 4

max

[ timar, W )dW

0

The ratio (4) may be considered as functional of effectiveness of the work of the
fuzzy controller, and the following optimization task may be formulated: To find

out the optimal function Ly, (W) which brings the functional (4) to its

maximal value. This mathematical task may be solved by help of new principle of
optimization [2], consisting of in this case two steps:

Step 1. Application of optimization principle of Gauss-Zaydel. Using of the first
step of this principle allow us to formulate the following task of optimization: To
find out the optimal function £, (W) upon which the functional

W,

max

F: IWIogzﬂmaxl(W)dW
0

reaches the maximal value, taking into consideration the following condition:

W,

max

[ #may, W)dW =c onst.
0

Step 2. In order to solve the optimization task, formulated in the Step 1, we
transfer it to equivalent variation optimization task with limitation condition: To
find out the conditional maximum of following functional

Wmax

I:l= JWIngﬂmax1dW
0

with following limitation condition:

W,

max

[ tmax W)dW =const.
0

In order to solve this task we should compose the additional functional of
optimization
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Wmax Wmax

Flad = IWIng /umaxl(W)dW-i_ﬂ“ Iﬂmaxl(w)dw ©)
0 0

where A - Lagrange multiplier.

Solution of this optimization task using method of Euler, gives us following
optimal function:

2W C
w?

max

Hinax, W), o = @

It can be shown, that the second derivative of formula (6) taking into
consideration of (5) is always negative, i.e. the chosen criterion of optimization is
unimodal.

Therefore, it is shown, that the fuzzy controller attributed with aforesaid
common features of transitive — fuzzy systems may be characterized with
optimal regime of the work.

OPTIMIZATION OF TRANSITIVE REMOTE SENSING
SYSTEM

As the second example we consider the space remote sensing system installed in the
space carrier, the height of the flight of which is changing monotonously.

The work regime of the carrier of remote sensing system is shown in the figure
2, where the photometer, installed in the carrier moving on inclined trajectory,

carries out video recording with duration of lines Ti,(iZR ) The potential

possible value of obtained measuring information is to be estimated on the basis of
integrated value of logarithm of signal / noise ration, i.e.

T

max

M= [d,Tlog,H(T)dT ®)
0
where

H (T)—function of dependence of signal / noise ratio from time period of

subcycle of measurements

T -duration of subcycle of measurement

d 1 -horming factor.
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Figure 2. Transitive regime of remote sensing system.

We assume, that integral parameter of signal / noise ratio is limited, i.e.

T

max

P1: kaH(T)dT:kl ©)
0

where
k01 is norming factor.

Taking into consideration formulas (8) and (9), we compose following functional
optimization

T, T,

max max

F=] dTlog,H(T)dT+4 [kyH(T)dT. (10)
0 0

Using the method of Euler, we can find out the optimal function H (T)

2Tk
H(T)opt=—k o an
01

max

opt

CONCLUSIONS

Thus, it is shown, that second considered system, consisting of the common
features of transitive — fuzzy systems, also can be characterized by optimal work
regime similar to one of the first considered system.

Such a similarity of considered two systems, which pertain to different classes of
information systems allow us to make conclusion about possibility of forming of
new subclass of transitive — fuzzy systems with similar features serving as a basis for
similar optimization process for their work.
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ABSTRACT

In general, rice is one of the most important crops in tropical areas, specifically in
Southeast Asia. Due to many environmental and economical limitations in obtaining
quantitative and qualitative information on agricultural crops in tropical ateas,
remotely sensed imagery can help us to obtain precise, up to date and reliable
information. Temporal inconsistency in sowing, growing, harvesting and irrigation
schemes requires the availability of multi-temporal satellite imagery. The frequent
cloud cover in the tropics demands for the implementation of other than optical
remote sensing imagery. Hence, satellite borne SAR data provide frequent
observations for crop mapping at the regional level.

Therefore, main emphasis of this study was on the use of multi-temporal
ENVISAT/ASAR satellite synthetic aperture radar (SAR) images for monitoring
and temporal discrimination of fields under different rice cropping systems in Palolo
Valley, Central Sulawesi, Indonesia. The utilized imagery were acquired in multi-
polarimetric mode (HH, HV or VV, VH) from 4% February to 28% July 2004. Based
on the objectives of the work, seven separate data sets were used which included
Co-Polarized (HH, VV), Cross-Polarized (HV, VH), Mean Texture Co-Polarized,
Mean Texture Cross-Polarized, Monthly Subtraction, Polarized Subtraction and
Normalized Polatized Subtractions.

High resolution Quickbird/MS satellite imagery were used as ground truth and
also for collecting training and validation samples for the purpose of classification
and accuracy assessment. Final results show that co-polarized data yield the highest
accuracy while normalized co-polarized data produced the worst accuracy.

Keywords: Multi-Temporal Rice discrimination, SAR classification,
ENVISAT/ASAR.

1 INTRODUCTION

Rice as the second world basic food item accounts for 15% of the world’s total
cultivated area [9]. In Asia, where 94% of the world’s rice is produced, rice is the
main source of nutrition (35% 80% of the mean caloric intake) and a significant
source of income [4]. Rice cropping in the Palolo Valley mostly depends on
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precipitation regimes, irrigation systems, and some socio-economical parameters.
Therefore, the high diversity and somewhat irregularity of the rice cultivating
systems demand the use of the multi-temporal images in monitoring, classification
and discrimination of temporal growth regimes of rice crops. On the one hand, the
accessibility of satellite imagery, obtained from different kind of sensors (microwave
and optical), offer a good potential in remote sensing applications in monitoring and
crop discriminations but on the other hand, one of the main limitations in the use of
multi-spectral optical images is that the main rice producing areas are situated in the
tropics. In this area, it is very difficult to ensure successful acquisitions with optical
sensors because of the frequent cloud cover [9]. Therefore, the sun illumination and
weather independency as well as cloud penetrative characteristics of SAR satellite
images offer a good potential in this area of SAR applications. Because of the high
amount of precipitation in tropical area there is no specific seasonality to planting
rice [7]. Nevertheless, as a general rule for Indonesia the main paddy variety has a
short cycle and permits at least two crops per year, one during the dry season (total
mean rice crop duration 130 days from March to July-August) and another during
the wet season which lasts usually 145 days from November to April [9]. Therefore,
our data are considered as dry season in rice plantation timetable. More than the
influence of seasonality phenomena in rice planting other phenomena like
economical and social parameters have considerable effects in this area. These
factors results in a diverse pattern of rice crop phenological stages at the same time.
The temporal patterns can be assessed by the use of frequently available SAR
satellite data. Based on the examination of the ability of multi-temporal, multi-
polarized ASAR imagery in rice fields monitoring and usage of different ASAR
derivative data sets in classification processes, the results of this work demonstrate
the potential of SAR imagery for rice mapping and monitoring.

2 MATERIAL AND METHODS

2.1 STUDY AREA AND SATELLITE IMAGERY

The study area was chosen as one of the main important rice growing areas in
Sulawesi, Indonesia. Sulawesi is located within the Sunda Islands where still 60.6%
of the area are forested land (4.1 million ha), whereby 32% of this area are under a
special level of protection and 4% are officially opened to conversion. The Lore-
Lindu National Park, covering an area of 229.000 hectares is placed in the centre of
the study region of the STORMA project (Figurel). The Palolo Valley which
comprises the study area for this investigation is situated at the northeastern border
of the Lore Lindu National park, Central Sulawesi, Indonesia (1° 8' 31.68" S, 120° 3'
53.78" E and 1° 11' 16.75" §, 120° 6' 21.63" E). The whole study area is 23.5 km?
(Figure 1). Land Cover classes for the research area comprise Closed Tropical Rain
Forest, Open Tropical Rain Forest, Cocoa and Coffee Plantations, Paddy Rice,
Maize, River Vegetation, Mosaic of crops, trees and natural Vegetation, Bare Soil,
River, Urban, Road [10] (Figure 5). For the purpose of the work, the study area is
divided in two classes, where 28% is paddy rice and 72% is non-rice (Figure 5).

ENVISAT/ASAR satellites images for six month, from 4t Februaty to 28t July
2004 have been utilized. All polarization modes of the imagery (HH, HV, VV, VH)
have been used.
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Figure 1. The study area in three levels: country, province and study area.

2.2 SAR BACKSCATTER PROPERTIES IN RICE FIELDS

The literature of SAR data analysis for rice field discrimination indicates that the
most important parameters which have been evaluated in relation to SAR
application in rice crop mapping and monitoring can be categorized in two groups:
rice crop parameters (temporal changes, phenology, biomass, rice height, water
content etc) and SAR parameters (backscatter coefficient, polarization, incidence
angle, etc) [6], [8], [9]- The main hypothesis of this work is based on the use of
temporal changes of rice crops, variations in backscatter coefficients and diverse
polarization parameters of multi-temporal SAR imagery. The rice growth phases can
be split up into three stages: the vegetative of approximately 45 days, the
reproductive stage of approximately 55 days and the ripening phase (approximately
45 days). Therefore, the rice growth duration depends upon the maturity of the rice
being produced .Generally; it will take about 90 to 200 days for a rice crop to mature
[4], [7] (Table 1).

Due to the lack of precise information about the timetable planting of paddy
patches we only used the backscatter change responses of different patches during
the six months for this work (From February to July, Fig. 6). For example, the
backscatter of patch number 1 in Figure 2 is found to increase from 0.01 dB or less
at the beginning of the growth cycle in February when there is little biomass in the
field, to around 0.20 dB at the highest level and the decrease of backscatter in
another levels as well as for another paddy fields for example patches number 2 and
3 in Figure 2.
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Table 1. Rice crop growing properties and related SAR backscatter features.
Rice growth Physical properties Duration* SAR backscatter
stages
. . . Very low
Nursery From sowing to transplanting, Approximately backscatter
flooded 30 days levels
From transplant to panicle
Ve . initiation, Ckiarac]tacinzed by rgpld Approximately | Sharp Increasing
getative | increase in plant biomass an 4590 davs backscatter
increase in plant height, and leaf Y
emergence at regular intervals.
From panicle initiation to
flowering It is characterized by
culm elongation (which increases Approximately | Slow Increasi
Reproductive | plant height), decline in tiller IZLI())—(S) 54 ase y C{)W ksc i’;:rﬂg
number, emergence of the flag leaf ay acksca
(the last leaf), booting, heading,
and flowerings.
Riveni F}rlom ﬂowefin;g tlo f;ll matarity, Approximately Backscatter
pening charactetized by leaf senescence 30 davs reaches plateau
and grain growth Y P

* The duration depends upon the maturity of the rice will takes about 90 to 200 days for a
rice crop to mature [4], [2]

Febarr Balzeamr Valoes

~

Co-Polarized bades from Feb. to July
Figure 2. Co-polatized HH color composite and temporal changes of three different paddy
fields

2.3 DATA ANALYSIS

Data analysis procedures are included in two main pre-processing and processing
stages (Flowchart 1). As the original SAR data has many radiometric and geometric
distortions, some basic and elementary pre-processing steps are inevitable. After
importing data focusing and multi-looking processes have been applied. The main
reason for these steps is the extraction of necessary parameters for next steps and
assignment of the pixel sizes in a proper resolution [11]. Therefore, the amount of 4
(for Azimuth resolution) and 1 (for Range Resolution) were used and the final pixel
size was set to 12.8 [3]. Speckle refers to a noise-like characteristic produced by
coherent systems, including synthetic aperture radars. It is evident as a random
structure of picture elements (pixels) caused by the interference of electromagnetic
waves scattered from surfaces or objects [1]. Because speckles are an inherent part
of SAR data, de-speckling is an essential process in any SAR data processing. In this


http://envisat.esa.int/dataproducts/asar/CNTR5-2.htm#eph.asar.gloss.radsar:COHERENCE
http://envisat.esa.int/dataproducts/asar/CNTR5-2.htm#eph.asar.gloss.radsar:SAR
http://envisat.esa.int/dataproducts/asar/CNTR5-3.htm#eph.asar.gloss.prodt:PIXEL
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work after visual comparison of four de-speckling techniques included Frost Filter,
Lee filter, Lee Filter and Time Series filter in different polarizations (HH, VV, VH,
HYV), the Time Series filter as the best one has been selected (Figure 4).

SAR Imagery (ENVISAT/ASAR) Prior Land Cover Map

Per-Processing Steps \T’k

- Parameter extraction
- De-speckling Rice Classes Separation
\ 4
Geometric Correction
And
Radiometric Calibration
A 4

[ Co-Registration ]47
v
Image Analysis
- Spectral Properties Extraction

- Time Change Investigation

- New Data Set Extraction
- Classification-Based Discrimination

- Accuracy Assessment

A |

Rice field Discrimination
Map

Time Series Refined Lee Lee Frost
Figure 4. Speckle reduction filter comparison

Geometric correction and radiometric calibration using 1:50,000 DEM have
been done based on the SARscape algorithm with backward geocoding
methodology. For each output map position in the DEM file, the corresponding
position in the image co-ordinates is determined by employing the range-Doppler
approach. In addition, the radiometric calibration is based on radar equation, which
involves corrections for the scattering area, the antenna gain pattern and the range
spread loss [11].



Quickbird/MS true color

. Land Cover map Paddy and Un-Paddy fields
composite

Figure 5. Quickbird/MS satellite imagery used to get the rice field borders and some
training and check area

VV-Mar 10

Figure 6. Backscatter changes during six months for rice field in different polarizations.

3 CLASSIFICATION AND RESULTS

Visual interpretation of data and their temporal changes show very high changes in
some fields which can be seen from Gray tones (Figure 6): Dark gray tones from
rice fields with low backscatter to bright tones with high backscatter. These changes
in backscatters are useful information in multi-temporal crop discrimination which
have been used in this work.
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In this work seven separate data sets have been used. Two of them are directly
from the original imagery (data sets 2 and 4); two next data sets are based on mean
texture parameters obtained from two original data sets (data sets 2 and 3); other
two data sets are computed based on polarization subtraction (data set 5) and
monthly subtraction (data set 6) and finally normalized polarization subtracted (data
set 7) of the data have been used (see Table 2, order based on overall accuracy in
rice field discrimination).

Table 2. Data sets used and their accuracies in rice field discrimination

Data Sets Descriptions Overall Kappa
Accuracy | Coefficient
1. Co-polarized {HH ., W, s o) 88.0501% 0.8675
n
2. Mean texture for ZY )
Cross-polarized i Cross=polarised 86.5706% 0.8512
Data Set n
n
3. Mean texture for Z X _
Co-polarized Data £ " Co- polarised 85.3945% 0.8385
Set n
4. Cross-polatized {HV.,,.VH,,.., ..} 84.4461% 0.8282
5. Polarization {HH oy = HVey, Waa =VHuas g3 10770, 0,817
subtraction ’ ’
6. Monthly . .
subtraction for Co- {H Heeo =VWaiarr VWiiar = HH g1, 82.3976% 0.8055
polarized Data Set
7. Normalized HH Feb — HVFeb VVMar —VH Mar
polarlza'gon HH ., +HV., WV, +VH,. 80.2352% 0.7815
subtraction

* n is the number of pixels in moving window (Filter) which is 3*3 in this work

By the help of Quickbird/MS satellite imagery nine training ateas from nine
visual sepatable rice fields have been chosen and using Maximum Likelihood
classifier the whole data sets were classified separately. Finally, the overall accuracy
and kappa coefficients are calculated. The final results show the co-polarization
(Data Set 1, Table 2) with discrimination accuracy about 88% could give the best
results and the normalized co-polarization with the accuracy around 80% gave the
lowest results.

4 CONLUSIONS

The main ambition for this work was based on the multi-temporal Envisat/ ASAR
satellite imagery to discriminate rice fields. Despite the fact that all data sets used
show somewhat similar results, the original Co-Polarized (HH, VV) data set gave
the best results. Having the border of rice fields, Multi-temporal SAR data can help
to get better results of temporal rice changes. Another result from this work is that
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texture derivatives of polarized SAR data do not significantly improve the results for
the discrimination of rice fields from other crops.

Multi-temporal SAR observations are able to characterize the phenological
development of rice crops but for enhanced detection of growth stages and thus
better mapping and monitoring of cropping systems, a higher temporal resolution
would be desirable.
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ABSTRACT

Evapo-Transpiration (ET) is one of> the most important components of the water
balance, but also one of the most difficult to measure in time and space. Field
techniques such as soil water balances and Bowen ratio or eddy covariance
techniques are local ranging from point to field scale. The Surface Energy Balance
Algorithm for Land (SEBAL) consists of 25 models that calculate ET and other
energy balance components at the earth’s surface. SEBAL uses satellite image data
in the visible, near-infrared, and thermal bands for the prediction of all energy
components at each pixel in an image. The objective of this work was to assess
validity of the applied model used for estimating soil heat flux and sensible heat flux
by in situ measurements in the field while a satellite overpasses simultaneously the
area. It is found that at the time of satellite overpass the sign of these two energy
components was negative, i. e. more energy will be provided for ET. A
comprehensive field work to validate SEBAL for the South-West of Iran was
carried out. The LandSat 7TETM™ satellite images provided the instantaneous ET
(ET_inst) at a resolution of 30m. These values showed more fluctuation with the
suggested corrections. The assumption of taking cold pixel temperature equal to air
temperature is not always a good idea and the time of satellite overpass should be
taken as a critical factor for validity of this assumption. It is believed that more
credit should be given to the soil temperature, air temperature and other
atmospheric parameters in this model.

1 INTRODUCTION

The SEBAL procedute consists of a series of algorithms that combine to solve the
energy balance equation:

AET=Rn-G-H 0

where AET is latent heat flux (the energy used to evaporate water), Rn is net
radiation at the surface, G is soil heat flux, and H is sensible heat flux to the air.
Other minor terms, such as energy absorbed by photosynthesis or advected
horizontally, are relatively very small in value, and are ignored.

Each of the components on the right hand side of this equation will be
calculated for each pixel. Rn is the sum of all incoming and outgoing short and long-
wave enetgy components. Soil heat flux G is usually predicted using vegetation
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indices computed from combinations of bands and net radiation. Sensible heat is
calculated from several factors such as surface temperature and wind speed
measured on the ground, and estimated surface roughness and surface-to-air
temperature differences predicted from vegetation indices. All computations are
made specific to each pixel in the image. Sensible heat calculation is improved using
atmospheric stability corrections based on Monin-Obukhov and some iteration
procedure. Limits for H values within a satellite image are determined by known
evaporative conditions at some reference points.

These reference points include pixels having little or no evaporation, i.e. recently
harvested dry fields where no evaporation exists (H ~ Rn - G), shallow waters with
uniform temperature above (H ~ 0), and well irrigated agricultural fields (where H ~

0).

Evapo-Transpiration (ET) is finally calculated from AET by dividing it by the
latent heat of vapotization A. Details of application are given in [3]. The SEBAL
algorithm is designed to be applied with little or no ground-based weather data.
When data are available, however, as they are for Khuzestan province, predictions
are improved, for example by the use of actual measurements for solar radiation,
wind speed, soil and air temperature profile of the day and moment of the image or
by measuring the soil heat flux through temperature gradient measurement in the
soil at the time of satellite overpasses.

Comparisons with the measured fluxes confirm robustness of the SEBAL
procedure in most of the cases but not all.

It is believed that the various applications have demonstrated the ability of
SEBAL to estimate daily Evapo-Transpiration accurately. In applying the SEBAL
method, it is assumed that there is no need for intensive ground, meteorological or
land wuse information and only routine, widely available air temperature
measurements would suffice for estimation of reference (potential) ET for
interpolation between satellite overpasses. Two primary articles that describe the
background and computational procedures of SEBAL are [3] and [4].

For our region of interest, SEBAL makes its primary calculation of ET for the
instant of the satellite overpass, which is generally between 10 and 11am local time.
ET for the 24-hour period (i.e. day) of the image is based on the use of the
evaporative fraction (EF) that is computed on a pixel-by-pixel basis from the image.
The evaporative fraction is defined as the ratio of ET to the difference of Rn — G.
SEBAL assumes that the value for EF is constant throughout the day. This
assumption is supported by a large number of field studies ([3], [4]). However, any
misassumption about any component of the energy (i.e. G or H) could create a
wrong map for EF.

EF can vary under some conditions. Soil heat flux G is computed for the
instantaneous image based on the value for Rn and the computed vegetation image
for the pixel. For a period of 24 hours, it is wise to assume a nearly zero value for G
due to the canceling effect of positive G during daylight and negative G during
nighttime.
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2 METHODS, RESULTS AND DISCUSSION

In this work, a comprehensive field work in a sugarcane canopy was conducted.
This includes the measurements of plant’s parameters (Table 1). The sugarcane was
at the stage of harvesting and so transpiration was small compared to evaporation.
LAI of the plant was more than 10 and there were no shadows in the canopy.
Because of the lack of chlorophyll in the leaves, the red edge effect was weakened
and so NDVI was small. Sky was very clear and the visibility was high.

Table 1. Specification of the selected field.

Plant Sugarcane
Field Altitude from sea level 63m
Planting Date Sep, 2004
Hatvesting Date Feb, 2005
Plant Height 3.7m
Surface Roughness 35cm
Planting geometry Parallel
Average no. of leaves at each stem 10

Shape Ellipse
Leaf area 423cm?
Vertical shadow 400cm?
LAI >6

Sky Clear

The location of the field was at 32,05,08N latitude and 48,24.03E longitude on
the day Jan 12, 2005. Stability of the air was investigated using both Monin-
Obukhov length as well as analysis of the weather data for the 8 days’ period around
the satellite passing date. At the meantime, levell image taken by 7ETM* sensor on
board of Landsat7 were ordered. Although, there were some missing stripes in the
image due to the malfunctioning of the scan line corrector (SLC) of the sensor, this
product was still the most suitable one for the purpose of this research because of
its thermal bands and spatial resolution. The image was geo-referenced using a
suitable digital map, corrected for the atmospheric effects using its header
parameters and the visibility measured in the nearest weather station. Also all
weather parameters from the nearest weather station (less than 10km away) were
collected for the 8 days’ period around passing date.
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Figure 1. Sun energy flux for Jan 12, 05(measured and calculated). Correlation is more than
98 percent so the difference is negligible.

2.1 UNCERTAINTY IN SUN ENERGY

Sun downward flux density was measured during the day (Fig.1). Also this parameter was
calculated for that location using traditional equations. There was high correlation between
these two. This enabled us to use the empirical equations if the need arises.

2.2 UNCERTAINTY IN SENSIBLE HEAT

Fig. 2 shows air and surface temperature for 2 hours within the time of the satellite
overpasses. As we can see, the air temperature was always higher than surface
temperature. This contradicts the assumption of upward sensible heat flux used in
different literatures. Presence of this thermal inversion in the filed may provide
more energy to the surface for evaporation. This certainly happens because wet and
dry bulb temperatures are away which means the weather is not saturated from
water vapor. The difference between air and surface temperature at the satellite
overpass time was about 2°C. This along with the presence of strong wind (Fig.3)
would strengthen downward transfer of sensible heat by forced convection, the
situation which can not be detected by SEBAL.
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Figure 2. Temperature parameters for 2 hours at the vicinity of satellite; overpass with 15
minutes sampling rate.
On the other hand, in SEBAL we assume the canopy top temperature as the air
temperature where, as we can see, these two have 1°C difference at the satellite
overpass time. This may worsen the results discussed in the previous paragraph.
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Figure 3. Wind speed for 2 hours at the vicinity of satellite overpass with 15 minutes
sampling rate.

2.3 UNCERTAINTY IN SOIL HEAT FLUX

Fig. 4 shows the soil temperature profile for 12 hours. As it can be seen, the
temperature gradient changes its sign and value within the top 20 to 40 centimeters
of the soil where it is positive before 8:30 AM and negative afterwards (left arrow
shows temperature profile at 6:30 AM and right arrow shows this profile for 18:30
PM). It is almost zero around 8:30.

This proves that the direction and amount of soil heat flux detected by the
satellite sensor depends upon the time of satellite overpass. This could be
determined once for each region and for a specific time of the year using synoptic
data.
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Figure 4. Soil temperature profile for 12 hours at the day of satellite overpass with one
hour sampling rate starting at 6:30 AM local time (left arrow) and ending at 18:30 (right
arrow).

Using the temperature profile, we may evaluate heat flux from the following
equation
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where, £ is the thermal conductivity of the soil and z is taken positive downward.
For a fixed soil material, G depends on the temperature gradient which is a function
of the climatic situation. The sign of G for our work was positive since the satellite
passing time was around 10 to 10:30.

In SEBAL, G is the heat flux penetrating the surface. For the most part, G is the
soil heat flux, since SEBAL is normally applied to land surfaces. However, lakes are
part of the landscape, and water evaporates from their surface. Because the energy-
balance dynamics of water bodies and soil are different, G needs to be treated
differently for lakes than for soil. For soil surfaces, SEBAL assumes essentially no
24-hour heat carry-over for soil. Some portion of net radiation is stored in the soil
as heat during the day, and that stored heat is then redirected during the night,
resulting in a positive G during the day and a negative G at night.

Thus, SEBAL approximates the 24-hour G as zero for a land surface, although
the instantaneous G at the time of image is not only zero but could be either
positive or negative.

The problem with using zero as the 24-hour G-value for a deep, clear lake such
as deeper part of Hoorol-azim and calmer portion of Karoon River is that solar
energy is absorbed by the water column and stored and so the 24-hour G cannot be
assumed to be zero. This is also approved by [1].

In equation (1), net radiation is the net radiant energy that the land surface
actually receives and loses from or to the atmosphere. Usually Rn is positive during
the day and negative at night. Some of the net energy is used to evaporate soil water,
some enetrgy is used to heat the air, and the rest of the net energy is stored in the
ground (or a water body).

However, equation (2) cannot be applied to SEBAL because we do not usually
know temperature profile within the soil. Therefore, for our work in Khuzestan the
following empirical equation was used to estimate G [5]:

G/Rn=a*NDVI+b
3
with a=-0.11 and b=0.15. This equation was a fit to the curve of G/Rn with respect
to NDVI for different values of NDVI selected from the NDVI Image. Equation
(3) gives a 0.04Rn value for G for the full cover canopy and a value of 0.15Rn for
the bare soil as in agreement with the work of [2]. To compare the results of
applying equation (3) and SEBAL model, Fig. 5 shows the image produced by these
methods. As we can see Fig. 5b shows values for G almost twice as large as those in
Fig. 5a calculated from equation (3) and SEBAL, respectively.
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Figure 5a. Soil heat flux G produced from SEBAL model
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Figure 5b. Soil heat flux G produced from Equation (3). Stripes are due to malfunctioning
of SLC.

3 CONCLUSION

SEBAL has weaknesses that need to be investigated among which are 1) the
assumption of positive G (downward energy transfer to the soil) and 2) assumption
of positive value for H (upward energy transfer to the air) and many others. These
two items have been investigated in this work. The wrong sign of these two energy
components may result in uncertainties twice their magnitudes and sometimes
around 40 percent of the net radiation (mostly in winter time and for eatly passages
of satellite).

A comprehensive field work for evaluation of soil heat flux and sensible heat
were conducted in the northern part of Khuzestan province on Jan 12, 05 where at
the same time Landsat7 was flown over. It is found that there might be sever
misevaluation regarding ET evaluation due to the presence of inversion in the air
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and / or negative temperature gradient in the ground. This could produce even
more error in ET estimation in the eatly morning or late in the afternoon where the
net radiation is small and its sign is about to change. It is believed that one should
be cautious when applying the SEBAL method in the regions where the satellite
passing time is in early morning or late in the afternoon. Also, we recommend one
to monitor weather data collected in the nearest weather station for the presence of
inversion in the air as well as in the soil. If this happens, then it is recommended
that a particular model for the correct estimation of the two heat flux components
be prepared by some field experiment. These models may work for that region
afterwards.
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ABSTRACT

The possibility of incorporating the indi®vidual tree growth simulator SIBYLA into
GIS environment is demonstrated in this work. Two outputs of spatial information
are provided by simulation: a productive one, wood production, and a non-
productive one, biodiversity, are shown. Two scenarios were used for this study.
Scenario one is a simulation of a whole non managed forest district where the
production of wood, its dynamics and dynamics of other factors like biodiversity
etc. can be observed. In the second scenario, a management concept for thinning
was set. The concept is based on a target diameter where all trees above this
diameter are removed in a 5 year interval. Different tree species have different target
diameters. The same characteristics are evaluated and compared to the “non-
managed” scenario. The simulation results are stored in a central map server where
they can be queried for different data structures. The methodology of this data
sharing technique through Deegree WMS is described.

1 INTRODUCTION

Decisions can have a big influence on work productivity and final income during
harvest. Therefore decision support is essential for proper management and
efficiency of all parts of this process. Individual tree growth simulator SIBYLA
reflects different climate and environment conditions. It is based on potential
growth, modelled by curve, where the predicted value of growth for individual tree
is always modified by a modifier. The potential curve depends on stand conditions:
soil, climate, rain, etc... The modifier depends mostly on competition status of
subject tree [11]. More trees in its neighbourhood and bigger these are, more the
potential growth will be diminished.

SIBYLA can predict production under different management regimes like
thinning interval, power of thinning, kind of thinning etc [10]. It means that user can
set his management preferences and in real time see the results of prognosis; verify
impact of his decision on production and also on other incomes of forest stand like
biodiversity. The simulation for individual stand is quite quickly executed (in
minutes) and results do not require a lot of disk space for storage. However, in
forest practices, it is sometimes more useful to work with larger units than the forest
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stand. Often decisions are not only based on situation of individual stand but have
to be evaluated in the spatial context of a whole forest district or larger. In this case
it is necessary to evaluate sceneries of interest by the usage of GIS technology and
geographically visualisation. Such simulation, nevertheless, is very time consuming
and also the simulation results require a lot of disk space for storage.

For analyzing spatial data the first step is the geographic visualization of different
simulation results. With further GIS analysis it is possible to identify spatial trends
or processes.[7] For the distribution and visualization of the simulation results we
use webGIS technology following the OGC (Open Geospatial Consortium)
standard. A webGIS system provides the advantage easy way to distribute data to a
broad audience and with the usage of web browser no special GIS knowledge is
needed for first analysis [9]. Also with OGC conform technologies we enable
interoperability between a broad field of technologies involving spatial information
and location [1] [2]. In this work we use degree WMS (Web Map Service), WES
(Web Feature Service) and WCS (Web Coverage Service). The degree project is the
most extensive implementation of OGC/ISO standards in the field of Free
Software and degree WMS / WCS are the official reference implementation of the
OGC specification.

2 MATERIAL AND METHODS

Kartografer is a software interface to the GIS based database. It was developed in
University of Géttingen, Institute for Forest Biometrics and Informatics. It permits
to connect and visualize the data from forest inventory with individual tree growth
simulator like SIBYLA. Kartografer allows user to start simulation from GIS
interface — map, by clicking on the forest stand or by selecting it (or more by any
SQL rule) from forest inventory data.It also permits connection of the simulation
results from SIBYLA to be displayed in GIS environment (Figure 1).

7

iGeoPortal

WMS WFS
i
Apache Tomcdt

Webbrowser
WMS/WFS Client

Sibyla Simulation System

i

Simulation-

Geo-

Database

Kartografer | ¢———

Database

Figure 1. Scheme of connection between SIBYLA simulator, database, Kartografer and
mechanism for shareing the data over internet

The individual tree growth simulator SIBYLA software interface was used in this
work. SIBYLA is a set of programs working over MSAccess database. For purpose
of this work most important modules are: SIBYLA — Generator, SIBYLA —
cultivator, SIBYLA — prophesier and SIBYLA — calculator. All these modules ate



53

well described in FABRIKA. The models which SIBYLA uses were calibrated for
German conditions.

The simulated data were data from forest district of Winefeld, in Lower Saxony
in Germany. The descriptive statistics of stands in this district is shown in Table 1.

Table 1. Descriptive statistics of stand in forest district Winefeld used for simulation

Descriptive Statistics

N Minimum | Maximum Mean Std. Deviation
AREA (m) 2784 225.76 (296212.94 | 29633.26 39445.42
AGE 2784 3.00 291.00 89.78 54.11
STOCK per HA 2784 .00 649.00 146.37 122.89
Valid N (listwise) 2784

The available data were data from forest inventory and forest plans. These data
contain summary values for individual stands, or geometrical or not geometrical
parts of the stand. The information about species in the stand is available, average
height, average diameter, age of stand and stock per hectare. From this data input
data for SIBYLA were obtained, using the module SIBYLA - generator. This
module generated the average expected individual tree values for each unit and
number of trees per each unit and species.

After that the climatic conditions have to be defined through module SIBYLA —
Localizer. The next module, SIBYLLA — Cultivator was used to define two different
scenarios for simulation. Scenario 1 was with no management, only to evaluate the
future status of the district. Scenario 2 was set to follow the same thinning rule for
all stands in the district. This rule was method of target diameter. Only differences
were set for different tree species. The target diameter for beech was set to 60 cm,
for spruce it was set to 45 cm and so on. Each five years everything above this
diameter was removed from the stand.

The starting database was divided in smaller pieces because the simulation of
2800 stands would take around the week if to be simulated on one computer. Partial
databases were distributed in several computers (6) and the simulation was started
simultaneously on all of them. Even like this it was necessary three days to simulate
all the data. This step can be probably more optimized through connection of these
computers to one driving server and online exchange of the data. The resulting
database has approximately 3 GB of memory usage.

Next it was executed the connection of the simulated data with Kartografer. This
is done by function of Kartografer which allows user to import the data from the
simulation database. This function browses all stands in the GIS layer and verifies
whether there is available information from simulation for this stand. If there is it
calculates the average stock per ha or any other information requested. For purpose
of this work it was calculated for example the difference of stocks in the starting
year and in the end year of simulation (after 30 years). Import of all possible data is
not suitable because it would increase the GIS layer database and also it would take
a lot of time. Therefore the proposed solution is to let the data connection to be
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optional regarding the user need. Each time the user decides to visualize the
simulation data he decides which information he wants to visualize.

Simulation outputs evaluated in this work were divided into two groups:
production and non-productive aspects (biodiversity). Biodiversity has to be
understood in concept of Sibyla simulator which simulates the growth of the
existing trees (at the moment also regeneration is not taken to account). So
biodiversity means the diversification of tree species, their sizes, their distances etc..
There was used summary index e which groups together all mentioned
characteristics, most influence has the species composition:

a=log(m)1.5-Z 0 — Zin)

h
—1-
p h

min

max

rmax
KD,
0 =[1-log(KA,. 1-—%
[-tog(KA, 1«10

max
e=4a+3+y+9;
where ¢ is overall diversity constructed from : - diversity of species composition, 3-
diversity of vertical structure of the stand, y- diversity of spatial distribution of trees
and 6- diversity of crown diversification. The variables used are: 7- amount of trees,
Zowasy Zmin — minimal and maximal percentage of trees, luwo buin- minimal and
maximal height of a tree in the stand, 7w, 7w maximal and minimal distance
between trees, KAy, KA minimal and maximal crown height, KDy, KDy
minimal and maximal crown diameter.

Map publishing throngh the web

The amount of data storage necessary for simulation results and the time necessary
for the simulation process resulted in conclusion that it would be very impractical to
distribute the option for large simulation run with all installation of Kartografer.
Instead it is proposed client server solution where client is computer or with
installation of Kartografer or just with simple thin client (Internet Explorer,
Netscape Navigator...) and server is the computer with installation of web server,
map server, Kartografer and SIBYLA. Server accepts commands for the type of
management to be simulated. Simulation is processed or on this server or manually
in more computers and results are than stored in the server. Kartografer handles the
export of the simulated data to the GIS database and connection of the stand
information in GIS, with stand information from simulation.

In order to distribute simulation data and maps we used OGC standards. By the
usage of the OGC framework it is possible to exchange and apply spatial
information, applications and services across networks by a maximum of
interoperability between different platforms and products. The Open Geospatial
Consortium is an international, non-profit consortium of more then 250
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universities, public administration and private companies pursuing the goal of
making spatial information and services accessible and useful with all kinds of
applications by means of developing standards for geospatial services for the
public’s use at no cost. Well-known members are, among others, ESRI, Intergraph,
PCI, as well as the NASA or Mitsubishi. The work of the OGC is led by the
following vision: "A world in which everyone benefits from geographic information
and services made available across any network, application, ot platform." [3] Here
we make use of WMS and WES services to distribute maps and simulation values
via internet [4] [5]. Therefore we used the software of the deegree Project and
Apache Tomecat to build up webGIS services. The deegree WMS is the official
reference implementation of the OGC WMS 1.1.1 specification. The Software is
protected by the GNU Lesser General Public License and founded by the GIS and
Remote Sensing unit of the Department of Geography, University of Bonn, and
lat/lon (Lat-Lon). All web services are configured by XML files and realized as Java
servlets running on Apache Tomcat. Since version 1.x.x deegree WMS has no direct
data access any more. The data visualized in a map is delivered by a WES, a WCS or
another WMS. WES and WCS can be put up locally in the same system as the
deegree WMS or in similar manner remotely as an OpenGISWeb Setvice.[6] [7] [8]
Figure 2.

i s

Figure 2. Structure of how the WMS data are being published to the web using the local
wis and wces configuration, and remote wms data

It is obvious from Figure 2 that the data coming from Web Map Server are being
configured by Web Feature Service (WES) and Web Coverage Service (WCS) and
only after being published on the web or local net. In this work the biggest challenge
was the connection of MSAccess database coming from SIBYLA into GIS database
and its subsequent incorporation into WMS. The physical connection is done by
Kartografer when the data are copied inside the shape database through the unique
ID which has to be defined for each individual unit in the map.

The map server has to be constructed by using these data and shape files and
configuration files for WMS and WFS. As thin-client for interactive displaying WMS
maps for web browsers we used deegree iGeoPortal. IGeoPortal is a Web Map
Context Client which takes care about reproducing the WMS map layers to the web
browser. It is a a servlet application which is deployed to the servlet container
Apache Tomcat and configured by XML documents. Beyond visualization of maps
iGeoPortal provides functionality such as zooming, resizing and the requesting of
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feature properties like typical known for desktop GIS applications. The maps and
simulation values are then accessible from any machine connected to internet or
local net, with any operational system installed. Beyond the usage of web browser
for working with the simulation maps, users are able to do further analysis of
geographic data by any GIS software that is able to handle WMS and WEFS like for
example ArcGIS or GRASS.

3 RESULTS

Following characteristics were evaluated and compared for the two scenarios:
changes in stock per ha, situation in mortality for scenatio 1 and situation in harvest
in scenario 2, changes in biodiversity.

3.1 SIMULATION WITH NO MANAGEMENT

The summary results of simulation are shown in Figure 3 (left columns). The
differences in stock, in the beginning of the simulation and after 30 years, were
divided into 5 classes, 3 of them negative because these were of bigger interest. As
expected the biggest amount of area has increased the volume of wood per ha in
medium level (0 — 500 m3). Less than 0.1 % decreased the volume in alarming value
(more than 200 m3). This was caused because of the age of trees and small number
of trees per ha. This area is the area with biggest necessity of regeneration. The
slight decrease of volume (0 to -100 m3) represents approximately 10 % of all area.
There was no spatially significant area found in stands with slight decrease in
volume. This area is composed by stands where the year increment is not sufficient
enough to substitute the mortality caused by different reasons, but mostly by the age
of the present trees.

500 - 200 -200--100 o 0-500

Figure 3. Comparison of percentage of area in positive and negative increment of volume
after the simulation in managed and non-managed scenario

The results of simulation in biodiversity are shown in Figure 4 (left columns).
Regarding the construction of used biodiversity index (see chapter methods) it is
expected that the area will generally decrease its biodiversity because of the mortality
of the too distant trees, equalisation of crown layer etc..
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3.2 SIMULATION WITH THINNING CONCEPT, EQUAL FOR
ALL STANDS

Summary result of simulation is shown in Figure 3 right columns. Despite of
thinning most of the area remains in positive numbers. As expected the area with
big increment of stock was decreased and it mostly it was moved to the areas with
medium increment of stock. Also areas with big and very big decrease in stock
appeared in this scenario. Biodiversity output is shown in Figure 4, again as
expected the major area remain in negative numbers, what is caused at first by the
index construction (see chapter methods) and at second with thinning when the big
trees are removed and so the variation inside the stand is being kept small.

2

Figure 4. Comparison of percentage of area in positive and negative increment of
biodiversity after the simulation in managed and non-managed scenatio

3.3 COMPARISON OF THE TWO SCENARIOS

The production comparison is displayed in Figure 5. The overall sum of volume in
whole district is after 30 years bigger in non managed scenario but when it would be
compared the volume taken out through thinning together with the resting volume
it could be concluded that during the thinning scenario the overall production was
little bit bigger. This would have to be proved with repeated simulations because of
the random parts in the model set. In more detailed study (Figure 3) it was observed
that the thinning causes decrease on final stock in most of the area.

In terms of biodiversity it can be concluded that the both management options
cause decrease in biodiversity values. It has to be regarded the construction of the
biodiversity index used. The overall decrease in biodiversity is bigger in thinned
scenario mostly because of the removal of the big trees and so decrease in variability
in stand structure (stem sizes, heights).
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Figure 5. Comparison of volume in whole area in both scenarios divided into remaining
volume and volume taken out through thinning or mortality

4 CONCLUSIONS AND DISCUSSIONS

This work is divided into three major parts. Firstly there is described a possibility of
connection of the single tree growth simulator into GIS environment. It was used
software SIBYLA and the GIS software was developed called Kartografer. The
limitations of the database caused that the initial database had to be divided and
supporting software used to perform partial simulations in order to obtain
simulation of whole forest district.

Second step was the simulation itself and its results. Two scenarios wete
described non-managed and managed with thinning concept equal for all stands.
The conclusions coming from these simulations have to be regarded more as a
hypothesis, because due to the model construction usually repeated simulations are
needed in order to obtain statistically reliable data. It was concluded that in terms of
production bigger production is used using thinning despite the fact that after 30
years the remaining volume is bigger in scenario with no management. In terms of
biodiversity it was found out that thinning cause bigger decrease in biodiversity
(regarding the index construction). This is caused by the removal of bigger trees
when after this removal, the variation of stand average height, diameter etc is
decreased.

The last part of the work is the possibility of data sharing through the internet.
The solution using open source environment Deegree Map Service was
implemented and tested. It was implemented on windows system what is of a big
advantage especially because the both other software SIBYLA and Kartografer runs
on windows, so the data transfer is very easy. The Deegree WMS allows the data
sharing over the web and allows end user to view the simulation map without any
specific GIS software tool, only internet browser.
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ABSTRACT

The paper deals with a proposal for a spatial decision support system for optimizing
management strategies of forest treatments. A geographic inf’ormation system and
the growth model SIBYLA are utilized for the above mentioned purposes.The
model SIBYLA is an individual tree growth model developed in Slovakia. The
model allows to generate the forest structure from forest inventory data, specify
climatic and soil data, select a wide range of thinning concepts, execute growth
prognoses, calculate stand output for production, ecology and economy, visualize
output and analyze data in time setries. The model SIBYLA is integrated into a GIS
based information system called SIBYLA Cartographer. The system is connected to
forest inventory data, forest spatial data (shape files) and other data sources (digital
terrain model and satellite images). The system is prepared for being implemented in
a spatial decision support system (SDSS). Connection is realized by a sub-model for
decision-support called SIBYLA Analyst. A sub-model for the decision support
system called SIBYLA Analyst is integrated directly into the SIBYLA model. The
sub-models is based on knowledge base and production rules with fuzzy logic
inferring principles. The knowledge base is composed of 3 criteria: production
quality, quality of structure and level of economical yield. The criteria are evaluated
by their aspects. The natural production is evaluated by the usage of production
area, usage of increment power, quality level of production, and safeness of
production. The ecological structure is evaluated by vertical tree species structure,
type of horizontal mixture, and safeness of structure. The economical yield is
evaluated by relative financial return. The aspects are estimated by quantifiers like
for example: stand density, stand increment, assortment composition, height to
diameter relation, species-profile index, index of Clark and Evans, total economy
production, current economy increment, and bank interest rate. The quantifiers are
the output from the growth prognosis for different management strategies. The unit
SIBYLA Judge selects the optimal management concept from more variant
prognoses.

Keywords: growth modeling, multicriterial optimization, forest stand quality,
optimal management concept

1 INTRODUCTION

The tended forest management is complicated and integrated problem. We can’t
solve its optimization only by simple algorithmic approaches. Usage of experience
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and practical knowledge from silviculture, forest management and forest economy is
very important. Especially, the effect is very difficult to evaluate, because result of
particular stand measure is not visible in a real time, but after a long period (number
of decades). Besides, the effect depends on a set of measures into a forest ecosystem
before and after. We must use adequate methods and instruments for a solution to
the mentioned problem.

Knowledge base systems and expert systems are appropriated for a solution to the tasks
with complicated structure and it is impossible to define algorithm. Because the
processes are not distinct, we should prefer those ones, which support ambiguity, it
means a level of plausibility for knowledge base and implementing engine. The
systems, which use fuzgy logic, eventually heuristic methods on basis of artificial
intelligence come under appropriate.

The solution to the stand tending optimization is not possible without prognostic
or simulating models of forest growth and development. We can use wide range of
models from traditional yield tables to complex individual tree growth simulators.
We prefer models, which are flexible from the point of view starting status modeling
(different vertical and horizontal stand structure, tree species mixture and age
composition) and are sensible to different management measures (for example
thinning) and different ecological site conditions.

The stand tending optimization is a process depending to not only a time, but
the space too. This fact determines geographic information system as next tool
appropriate for the optimization problem.

If we take mentioned analyze into consideration, the most optimal solution will
be using of integrated tools. The spatial decision support systems (SDSS) have
this character. They are the systems, which integrate geographic information system,
knowledge base system or expert system and bank of methods, which supports a
solution to the decision and optimization problems, into a compact system
(CZERANKA IN DOLLINGER, STROBL, 1996).

The paper presents a proposal of usage the spatial decision support system
(SDSS) on purpose to optimize the stand tending, which integrates productive,
ecological and economical intentions. The proposal is submitted as methodical
procedure and practical example is presented on real forest area. The work is a result
of the scientific project VEGA Nr. 1047 (1/3531/06): Forest inventory and
forecasting.

2 MODEL AND TOOLS
Growth model SIBYT . A

SIBYLA is individual tree growth model developed in Slovakia (FABRIKA AND
DURSKY 20052). The model represents Slovakian growth conditions and
management environment. The model needs individual tree data (diameters, heights,
co-ordinates, crown parameters, and tree quality). Data can bee generated from
current stand inventory data. The growth model depends on climatic and soil data
(precipitation, temperatures, soil nutrient and moisture, etc.). Climatic and soil data
can be generated from stand location and geomorphology (forest eco-region,
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altitude, aspect, forest type, etc.). Forest development is modified by wide scale of
possible thinning concepts (FABRIKA AND DURSKY 2005b): thinning from
below, thinning from above, neutral thinning, crop trees thinning, target diameter
thinning, equilibrium cutve thinning, clear cutting method, thinning by list, etc. The
growth model offers also wide range of output data: production parameters,
ecological characteristics, and economical incomes. The model is build as
comprehensive software tool composed from several individual units: agent,
generator, medium, localizer, cultivator, prophesier, calculator, explorer, lecturer,
analyst, judge, and cartographer. Each unit has specific function and works with
central SIBYLA database. Database archives all input and output data from growth
prognosis.

) . -
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2 = « database queries
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E « attribute . X
interactive selection tools joining of thematic table
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Figure 1. Implementation of the SIBYLA model into GIS environment
SIBYL.A Cartographer

Architecture of growth model SIBYLA allows implementation into geographic
information system (Figure 1). GIS specifies input for growth prognosis on one
hand and visualize output from growth prognosis on the other hand. We can select
stands by geographical SQL builder. Stands for growth prognosis are selected by
filter in tables PLOTS and STRUGEN. If data of individual trees does not exist,
they generate themselves by Generator. For selected stands (unit Medium) we can
modify site condition data (unit Localizer), and select thinning concept (unit
Cultivator). After growth prognosis (unit Prophesier), we can calculate stand outputs
(unit Calculator), and analyze development of the stands (unit Analyst). The Analyst
also includes knowledge base for multi-criteria evaluation of stand quality. All
outputs are saved into Datawarchouse. Next unit (Judge) selects optimal
management strategy from variant prognosis and creates output thematic table.
Thematic table is joined to spatial GIS layer (stand polygons), and thematic map is
visualized.
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SIBYL.A Analyst

This unit includes base of knowledge. Knowledge base solves an evaluation of the
stand quality regarding to criterions: natural production, ecological structure and
economical yield. The result of the solution is plausibility (P) of the stand quality
(continuos interval from -1 to +1). -1 means the worst quality, +1 means the best
quality, 0 means unidentified quality. The plausibility of criterion is calculated by
plausibility of aspects (Table 1):

Table 1. Aspects and their quantifiers for evaluation of the individual criterions

criterion aspects quantifiers
natural usage of production area stand density (SD)
production usage of increment power pr(_)gnostic increment (iP/iN)
Increment norm
quality level of production percentages of the best quality
assortment (701-11LA4)
safeness of production i
produ mean helght 0h/d)
mean diameter
ecological vertical and tree species structure Arten-Profil index (APi)
structure type of horizontal mixture Clark & Evans Index (C>Ei)
safeness of structutre mean height
_mean height 4
mean diameter
economical relative financial return % of value increment
yield Bank Interest Rate
(11"%/BIR%)

Plausibility of aspect is calculated by quantifier (Table 1). The quantifiers are
result of growth prognosis and they are transformed by fuzzy functions. Fuzzy
functions were created by expert experiences (Figures 2-4). Aggregation of the
aspect plausibilities into criterions plausibilities and criterions plausibilities into stand
quality plausibility is performed on basis "AND aggregation" (Figure 5) by
minimum-biased weighted average (REYNOLDS 1999):

P(p) = min(p) + [AVG(p) - min(p)] . [min(p)+1]/2
©)
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Figure 5. Knowledge base and principle of aggregation

Stand quality is calculated for each prognosis (for example thinning concept), for
each stand and each period. SIBYLA Analyst also summarizes results from
prognosis for all stands together. The unit calculates total number of stands, total
area of simulation, total volume, total basal area, total revenues, total costs,
composition of age classes, composition of tree species, and composition of tree
quality assortments. Summary data are offered for each prognosis in each period.

SIBYLA Judge

This unit selects optimal management concept from more variant prognosis. Data
from prognosis are processed by knowledge base of previous unit and saved into
Datawarehouse. Unit Judge calculates stand change by plausibility at the beginning
(P(1)) and plausibility at final status (P(2)) of the stand. Following expression is
applied:

P(dif)% = [P(2)-P(1)].50 ©)

The change is expressed for each stand and each individual criterion and joined
criterion (Table 2):
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e P ... quality of natural production
e B ... quality of ecological structure
e gE ... quality of economical yield
e gPB ... joined quality (natural production + ecological structure)
e gPE ... joined quality (natural production + economical yield)
e gBE ... joined quality (ecological structure + economical yield)
e gPBE ... final multi-criterion quality
As well, total volume production (TVP), total revenue production (TRP), and
total economy production (TEP) per hectare are calculated at the final status of the

stand. Volume (V), revenues (R), and profit (E) after prognosis and during all
cuttings are included:

cutting

t
TVR =V, + >V,
0

cutting

t
TRR =R +)_R
0

t
TEPt = Et + z Ecutting
0
Finally, optimal management concept is selected by the most positive change of
stand quality. It means maximal qPBE (Equation 2) within variant prognosis for
each stand is found out. If maximal qPBE is the same for more thinning concepts,
thinning concept with higher total economy production is selected. Example for
several stands and six different concepts is in the Table 3.

Table 2. Example of stand change calculation for several stands

1993 2003 stand quality change (in %)
stand 4P B 4E qPB P B 4B qPB P B qE qPB
E E B
000(}?” -0,91 -0.28 O(')6 -0.91 -0.77 | -0.25 0.3 -0.77 6.95 1.65 -19.2 6.7
9
0005?2/ -0.25 0 Oé) -0.26 0.25 -0.22 0.23 -0.19 25 -10.9 | -344 35
9
000;1 o/ 0.88 -0.12 1 -0.03 0.91 -0.25 1 -0.17 1.5 -6.5 0 -6.9
0027/20/ 0.58 0.21 1 0.28 0.73 0.47 0.6 0.51 7.5 13.1 -20 11.5
00](3)320/ 0.8 0.76 1 0.8 0.9 0.58 1 0.67 4.9 9.2 0 -6.4
000;21/ 0.03 0.49 1 0.04 0.26 0.25 0.76 0.25 11.6 -11.9 -12 10.3
0027/22/ 0.77 -0.9 1 -0.89 0.83 -0.69 | -042 | -0.68 3.4 10.6 -71.2 10.9
0012322/ 0.32 0.31 1 0.32 0.69 0.25 0.84 0.33 18.9 -2.8 -8 0.5
000;23/ 0.34 0.79 1 0.38 0.89 0.63 1 0.72 27.5 7.8 0 16.8
0027/24/ 0.57 0.34 1 0.41 0.85 0.23 0.32 0.3 13.7 -5.3 -34 -5.8
000724/

0.66 0.36 1 0.43 0.94 -0.38 1 -0.31 13.8 -37 0 -37.1

B/_




000;25/ 004 | 067 | 1 | 008 | 04 | 060 | 032 | 038 | 176 | 09 | 336 | 152
0027/47/ 018 | 071 | 1 | 021 | 036 | 064 | 06 | 034 | 86 | 35 | 20 | 68
0012;47/ 088 | 052 | 1 | 062 | 094 | 059 | 1 07 | 275 | 36 | o0 | 42
0012;48/ 076 | 063 | 1 | 069 [ 094 | 072 | 1 | 081 | 895 | 44 | o | 59
000349/ 057 | 052 | 1 | 057 [ 093 | 050 | 1 | 060 | 176 | 34 | 0 | 59
0027/50/ 065 | 07 | 1 | 066 | 080 | 027 | 1 | 038 | 119 | 214 | 0o | 143
0012;50/ 062 | 067 | 1 | 061 | 046 | 048 | 1 | 046 | 54 | 97 | 0 | 534
0087/50/ 012 | 024 | 1 | 013 [ 094 |02 | 1 [ 023 | 409 | 62 | o | 515

Table 3. Example of selection of optimal thinning concept for several stands and six

steps:

concepts
Thinning
Stand 1. 2. 3. 4. 5. 6.
concept | concept | concept | concept | concept | concept
000681/_/1 X (%)
000682/_/1 X (x)
000719/_/_ X
000720/A/_
000720/B/_ X
000721/_/_ X
000722/A/_ X
000722/B/_ X
000723/_/_ X
000724/A/_ X
000724/B/_ X
000725/_/_ X
000747/A/_ be
000747/B/_ X
000748/B/_ X
000749/_/_ X
000750/A/_ X
000750/B/_ X
000750/D/_ X

Notice: (x) = thinning concept has higher total economy production

3 METHODOLOGY

We have chosen one sub-district Blazova (Figure 6) from Forest Enterprise of
Technical University in Zvolen. Sub-district Blazova has totally 113 stands. 72
stands are appropriate for thinning measures. Total area of Blazova is 567.34
hectares (486.08 hectares appropriate for thinning measures). We have prepared
data for growth simulator SIBYLA. Data preparation is composed from following
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Generation of individual tree data for forest stands: Forest inventory
data from ORACLE relation tables has been transformed to necessary
Microsoft Access tables of SIBYLA (table STRUGEN and
DESCRIPTION) by SQL queries. Then individual tree data has been
generated by unit GENERATOR for each forest stand.

Derivation of climatic and soil data for forest stands: Climatic images
valid for all Slovakian area with pixel of size 90 by 90 meters have been
used for specification of site quality. Images have been derived by
methodology of point data regionalization (FABRIKA et al. 2004).
Forest polygons have been overlaid by climatic images. Map algebra has
been utilized for calculation of mean climatic values for each stand. Data
has been transformed into SIBYLA data table called SITES.

Derivation of terrain model for simulation plots: Centroid has been
found for each stand polygon. Square around centroid has been selected.
Square area is equal to origin stand area. Square has been extracted from
digital terrain model. Then square has been shrunk into current size 50
by 50 meters. Regular lattice has been derived with net 5 by 5 meters.
Altitudes for points of lattice have been transformed into SIBYLA data
tables called TERRAIN and SURFACE.

Sub-district Blazova

Age classes composition

iy k| B & 0 W i

Tree species composition

- i

= pine

I other conifers

T3 beech

! I oak
"._h‘\" M valued deciduos

W other deciduos

Figure 6. Sub-district Blazova from Forest Enterprise of Technical University in Zvolen

We have chosen six different management concepts:

1.

Without thinning — stands growth according natural development
without any human measure into forest, and dead trees remain in the
stand.

Sanitation thinning — stands growth according natural development, but
dead trees are removed from the stand by human measure.
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3. Thinning from below — number of trees is reduced, trees in under-storey
are preferred in cutting, and power of the thinning is regulated by critical
stand density described by HALAJ (1985).

4. Thinning from above — number of trees is reduced, trees in over-storey
are preferred in cutting, and power of the thinning is regulated by critical
stand density described by HALA]J (1985).

5. Crop trees thinning — 200 crop trees per hectare are supported by
thinning concept, 1 competitor per crop tree is removed.

6. Quality assortment thinning — 400 crop trees per hectare are supported
by thinning concept, and power of the thinning is defined by strong
degree of JOHANN (1982), it means A-value is equal to 6.

All thinning concepts are specified for 20 years long period with interval 5 years.
Specification of thinning power or number of crop trees is independent to tree
species and relates to all stands. After thinning prognosis, we have calculated quality
of the stands by knowledge base of the Analyst unit and designated stand quality
change (Equation 2). According to methodology of optimal thinning selection we
have chosen the best thinning for each stand. Results are presented in the map
(Figure 7). Afterwards, we have assigned optimal thinning concept for each stand in
the SIBYLA database and executed prognosis again. We have calculated summary
data (TVP, TRP, and TEP) for all 72 stands and we compatre optimal thinning
composition with origin uniform thinning concepts.

[[I7] sanitation thinning

quality assortment thinning
[B88] without thinning

thinning from below

[B5E1 crop trees thinning
I thinning from above

Figure 7. Optimal thinning concept for sub-district Blazova

4 RESULTS

Results are shown in the Table 4. As we can see in the Table 4, optimal thinning
composition in area Blazova is optimal not only from multi-criteria point of view
(natural production, ecological structure, and economical yield), but total volume
production, total revenue production, and total economy production is also the best.
If we compare management without thinning and optimal thinning, all total
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productions are higher approximately 8 %. Difference in total economy production
is 68 427 SKK per hectare. It is totally 33 260 996 SKK (898 946 EUR).

Table 4. Summary data of the specified thinning concepts

thinning concept TVP TRP TEP | TVPin % | TRPin % | TEP in %
without thinning 517 | 932155| 874345 100 100 100
sanitation thinning 540 | 962849 | 902 841 104 103 103
thinning from below 481 | 910745| 858235 93 98 98
thinning from above 507 | 952829 | 897316 98 102 103
crop trees thinning 471 867780 | 813712 91 93 93
quality assortment 501 | 921399| 864915 97 99 99
thinning
optimal thinning 555 1005 | 942772 107 108 108

982

5 CONCLUSION

The presented prototype of information system with SIBYLA growth model,
knowledge base and GIS system represents power tool for evaluation of
management impacts to forest. The system appreciates impacts in complex
consideration regarding to productive, ecological and economical intentions.
Quantification of changes duting a long-time process in a real time performs
scientific and mainly practical value of the system. This is not possible without such
an instrument. The system allows experiment with various management procedures
without any risk of ecosystem destruction, because it's only a computer model.
Consequences and effects are immediately visible and are quantified. Therefore, the
forest manager can consider quality of management measures with responsibility.
The viewpoint is multifunctional and user can determine main management
intentions, it means, whether he will optimise production, ecological stability,
economical returns or integrated aspects. He can decide for the most optimal
management concept and realise it on real stands.
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ABSTRACT

The accuracy of forest attribute estimates based on Landsat type satellite images is
not adequate for operational forest management. HowSever, combining Landsat
images with remotely sensed data having complementary properties, such as aerial
photographs with fine spatial resolution, may improve the accuracy. Data with fine
spatial resolution also allows the use of textural features. As a consequence, the
number of features can rise to tens or hundreds. While the extended feature set
contains features that improve the object discrimination, useless or even detrimental
features are typically present as well. Curse of dimensionality may affect the results
when field data becomes sparse in relation to the dimensions. In this study the
potential of combination of Landsat ETM+ satellite image features and aerial
photograph spectral and textural features in forest attribute estimation with £
nearest neighbors method was tested. The study area was located in North-Karelia,
Finland. The dimensionality of data was reduced with help of a genetic algorithm.
Feature weighting was also studied, as well as performances of high and low-
dimensional datasets. Feature selection and weighting among the combined data
improved the results by 17, 16, and 12% compared to original Landsat ETM+
features, aerial image features, and the combined features, respectively. With high-
dimensional data, the difference between the nearest and farthest neighbor was
similar to the low-dimensional data, but the amount of field plots utilized as nearest
neighbors was lower. It can be concluded that combining several remote sensing
data sources with complementary properties gives improved results, especially when
attention is paid to the feature selection and weighting.

Keywords: Data combination, feature selection, feature weighting, forest resources.

1 INTRODUCTION

In remote sensing aided forest or vegetation inventories covering large areas, images
from land observation satellites such as Landsat TM/ETM+ or IRS are widely used.
The main reasons are the wide spectral range and good spectral resolution, relatively
low unit price per area covered, and good availability. The accuracy of the produced
estimates is, however, not adequate for operational forest management. On the
other hand, aerial photographs with very high spatial resolution and narrow spectral
range are easily available. For instance in Finland, aerial photographs typically
support fieldwork in forest management planning oriented inventories.

Proc. 20 Gottingen GIS and Remote Sensing Days, 4-6 Oct. 2006, Gottingen
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Besides the spectral properties, images have textural properties (i.e. information
related to the spatial organization of the gray-levels of the image pixels). The utility
of textural features depends on the scale. When the spatial resolution of the image is
significantly finer than the size of the objects in the image, the image pixels are
highly correlated and the local variance is low. 1f the resolution is similar to the
objects in the image, fewer of the neighboring pixels are likely to have similar values
and the local variance then rises. When the resolution is coarse in relation to the
objects, the single pixels contain many objects and the local variance again decreases
[1]. In e.g. Landsat satellite images the resolution is coarse in relation to the tree
canopies, and consequently the textural features of the satellite imagery have
generally performed pootly in the forest inventory applications [2], [3]. In aerial
photographs, the resolution is finer or similar in relation to the size of trees, and the
local variation of the pixels should depend on the forest structure.

Based on the previous, it can be concluded that both satellite images and aerial
photographs contain valuable information from the point of view of forest attribute
estimation, and part of that information is not present in the other image type.
Thus, combining the two image data sources should result in improved estimation
results. However, adding several image data sources together also presents some
new problems. There might be features which have adverse effects on the
estimation accuracy [4]. Also, when the dimensionality grows, the data becomes
sparse in relation to the dimensions. This causes problems if one wants to perform a
nearest neighbor search in the feature space [5]. The distances from a point to its
nearest and farthest neighbors tend to be very similar for certain types of data
distributions [6], or at least the difference between the nearest and farthest neighbor
does not grow as fast as the distance to the nearest neighbor [5],[7], casting doubts
on the validity of the found nearest neighbors. The applied distance measure plays
an important role when the problem is high-dimensional [6], [7]. It is thus better to
take a sub-set of large feature sets or at least check the validity of the nearest
neighbor search.

The usefulness of any input variable can be studied by measuring the correlation
between the image features and forest attributes. In case of large feature sets this is
extremely tedious. Furthermore, the image features are often highly correlated with
each other, and adding extra variables having high correlation with the other
variables does not generally improve the estimation accuracy (it is still possible [8]).
On the other hand, a useless variable may be useful when taken with others, and
even two useless variables can be useful together. Thus, even filters that rank
features based on the correlation coefficients are not sufficient and sub-set selection
algorithms or feature construction is needed.

In this study, we tested the combination of aerial image spectral and textural
features and Landsat ETM+ image features in the estimation of forest attributes.
The emphasis was, however, on the feature selection and weighting of features. We
wanted also see, whether the 'curse of dimensionality' affected our results.
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2 MATERIALS AND METHODS

2.1 STUDY AREA AND FIELD DATA

The study area is of the size of 10 x 10 km and it is located in Northern Karelia,
Finland (62° 57" N and 29° 50" E). The vegetation type is boreal forest, Scots pine
(Pinns sylvestris) being the dominating tree species (46% of volume), followed by
Norway spruce (Picea abies; 32%). The landscape is North-Karelian hill country with
an elevation between 100 and 250 m a.s.l. The terrain depressions are covered by
lakes or peatlands and the higher elevations by wooded hills.

The field data in the study area was measured in 2000 by applying a systematic
sampling grid of field plots with distances of 400 m x 300 m (north-south and east-
west directions). The number of field plots was 586 and they were measured as
relascope plots by utilizing a factor 2 and a maximum radius of 12.52 m in

measuring the tally trees. The characteristics of the field data are presented in Table
1.

Table 1. Characteristics of the field data.
Mean  Min Max Std

Mean height, m 10.6 0 27.5 7.6
Basal area, m2/ha 13.0 0 42 10.4
Mean volume of growing stock, m?/ha 94.1 0 535 97.6

2.2 REMOTE SENSING IMAGERY

Color-infrared aerial photographs covering the study area at a scale of 1:30,000 were
acquired in 2000 and 2001. The photographs contained near-infrared (NIR), red (R)
and green (G) channels. They were orthorectified by the National Land Survey of
Finland, and resampled to a pixel size of 0.5 m. Finally, a photograph mosaic
covering the study area was composed. Only the central parts of the photographs
were used. The features were extracted from square-shaped windows (size 20 x 20
m) surrounding the sample plots. The aerial photograph features consisted of
spectral averages and textural features. These textural features were based on image
gray-level standard deviations and co-occurrence matrices [9] [10].

In addition to the features extracted from the 20 x 20 m windows, the standard
deviations of variable sized blocks within 32 x 32 pixel windows around the field
plots were also used with the block sizes being 1 x 1, 2 x 2, 4 x 4 and 8 x 8 pixels.
The standard deviation of these four values and the spectral average of the whole
window were included as well, resulting in 18 features (3 bands x 6 features).

The study area was covered by a Landsat 7 ETM+ image (path 186, row 16)
acquired on June 10, 2000. This image was geo-referenced and resampled to a pixel
size of 25 m. Bands 1-5 and 7 were used, as well as the two variations of thermal
band 6 (high gain and low gain). The use of the thermal band slightly improved the
satellite image results.

Three sets of features were used as input data. The 72 aerial photograph features
formed one set, the 8 satellite image features one set and all these together formed a
set of 80 features. These are referred to as the original feature sets. All features were
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standardized to a mean of 0 and a standard deviation of 1, since the original features
had very diverse scales of variation.

2.3 METHODS

The non-parametric £ nearest neighbor (£-nn) method, see e.g. [11] [12] [13], was
applied in the estimation of stand variables. The nearest neighbors were determined
by calculating the Euclidean distances between the observations in the #-
dimensional feature space. Leave-one-out cross-validation was applied to calculate
results within the field dataset. Equal weights were used for all £ neighbors. In this
study, the number of the nearest neighbors was set to 5. The accuracy of the
estimates was assessed by calculating the root mean square error (RMSE) of the plot
mean volume, mean height, and basal area per hectare.

The optimal sub-sets of features were searched for with the simple genetic
algorithm (GA) implemented in the GAlib C++ library [14]. The starting population
consisted of 300 random feature combinations (genomes). The length of genomes
corresponded to the number of features (8, 72 or 80, depending on the dataset), and
the genomes contained a 0 or 1 in position 7 denoting the absence or presence of
feature 7z The number of generations was 30. At each generation, the feature
combinations giving lowest RMSE's were selected for mating. Occasional mutations
(flipping O to 1 or vice versa) were added to the children. All the children and the
overall best genome (parent or child) were passed to the next generation. Since the
starting population was small in relation to all possible genomes in the case of 72
aerial photograph features or all 80 features, three successive steps were taken, since
it was noticed in preliminary tests that the number of features varied in conservative
limits: it is e.g. very improbable that first random population would contain
genomes with low number of features, which would even be useful. In the case of
80 input features the three-step process reduced the number from 80 to 35, from 35
to 13, and from 13 to 9. Two tests were run at each stage and only features
belonging to the best genome of the previous step were included in the next step.
The parameters used were selected via tests: crossing over probability of 50% and
mutation probability of 1%. Generally, the probability of crossing over should be
>60% to ensure diverse combinations, but our data/population size combination
favored the 50% probability over 90%.

When combining different data sources for estimators based on measuring
distances between the sample plots in the feature space (such as &-nn or A-means
clustering), the typical problem is that it is difficult to control the weighting of the
different input wvariables while simultaneously taking into consideration their
variation and usefulness for the estimation. Features with large variation receive the
highest weights, unless the image features are standardized. However, after
standardization the weights still don't reflect the potential of the features in
estimating forest attributes. Here we searched for optimal weights by a downhill
simplex method [15], as in Refs. 16 and 17. The C program code for the method
was adapted from [18]. In the search, the objective was again to minimize the
RMSE of mean volume estimates.
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Potential problems caused by high dimensionality of the original feature sets
were approached by checking which field plots were used as nearest neighbors in
the cross-validation process and what was the nearest/farthest distance ratio.

3 RESULTS

Combination of data gave better results than either of the separate datasets alone
(Fig. 1). Feature weighting was beneficial, and even more beneficial was the sub-set
selection with GA, except in the case of satellite image feature set. Weighting the
GA-selected features was the best-performing procedure. Feature selection and
weighting among the combined data improved the results by 17, 16, and 12%
compared to original Landsat ETM+ features, aerial image features, and combined
features, respectively. Generally, the largest improvements were seen in the mean
volume attribute (Table 2). The number of final features was 3, 8, and 9 in the cases
of satellite image features, aerial photograph features, and all features, respectively.
Both spectral and textural features were selected among the aerial photograph
features. Both aerial photograph spectral and textural and satellite image spectral
features were selected from the combined set (the spectral features were from
different wavelength regions). All three successive steps (1. GA with all features, 2.
GA with best features from step 1, 3. GA with best features from step 2) were able
to lower the RMSE in the cases of aerial photograph features and combined set of
features.
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80.00 - Q\’—’H ——e— Satellite
8 7000 e mage
L I A B B Aerial
g 60.00 photograph
%:) 50.00 ---®---Combined
set
E 40.00 -
g 30.00 -
& 20.00 -
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0.00 T T T
Original ~ Original Selected Selected
features features, features features,
weighted weighted

Figure 1. Comparison of mean volume RMSE's.

Table 2. Final RMSE of selected and weighted datasets (parentheses: decrease % compared
to original feature sets).

Satellite image Aerial photograph Combined set

Mean height, m 5.4 (-0.19) 4.86 (3.38) 4.54 (6.97)
Basal atea, m2/ha 6.84 (4.87) 6.52 (6.59) 6.00 (8.20)
Mean volume of growing stock, 71.53 (3.78) 64.84 (11.38) 61.45 (11.79)
m3/ha

Final number of features 3 8 9
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The biases for the mean volume are presented in Fig. 2. The biases of satellite
image and aerial photograph datasets decreased with feature selection and further
weighting, but the bias for the combined dataset was slightly greater when both
feature selection and weighting were applied.
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Figure 2. Comparison of mean volume biases.

In order to visualize the success of the estimation in different parts of the mean
volume distribution, the data was further divided into 5 classes according to the field
data's mean volume (0-50, 51-100, 101-150, 151-200 and over 200 m3/ha). It was
checked, whether the estimated volume fell into the same class, and error matrices
[19] wete constructed. The last class contained field data from 201 m3/ha to 535
m3/ha, but this does not prevent us from comparing the petformance of features
manipulated in different ways. The feature selection process improved some class
accuracies compared to the use of all 80 features (Figs. 3 and 4), but it also
considerably lowered the producet's accuracy in the class of 101-150 m3/ha. The
weighting of the set of all 80 features with downhill simplex lowered the accuracies
in the first 3 classes, but increased them in the largest classes. Weighting the selected
features with downhill simplex further improved the performance in both ends of
the distribution, at the expense of the class of 101-150 m3/ha. Only the results for
the combined dataset are presented here.
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Figure 3. Producer's accuracies in volume classes constructed of the continuous data. Thick
line: percentage of field plots in each class. Input: all 80 features.
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Figure 4. Consumet's accuracies in volume classes constructed of the continuous data.
Thick line: percentage of field plots in each class. Input: all 80 features.

The curse of dimensionality test results (Table 3) revealed no clear problems. If
the nearest/farthest distance ratios approach 1, there is no distinction between data
points. Here, however, the ratios were on average similar in both 9 and 80
dimensions. The nearest/farthest distance ratios were calculated using
unstandardized features as well. There the ratios differed being on average 0.044 in
the 9-dimensional case and 0.11 in the 80-dimensional case. Fewer of the field plots
were selected as the closest neighbor when all 80 features were used. Furthermore,
of the 5 nearest neighbors, on average 1.7 were common in the cases of 80 original
features and selected 9 features. The first neighbor according to the 80 original
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features was present within the 5 nearest neighbors based on the selected 9 features
in 50% of the cases only. The first neighbors were close to the average in both
cases, but the first neighbors according to the 9-dimensional case only (missing
from the 80-dimensional case) were quite far from the average.

Table 3. Results of 'curse of dimensionality' tests.

Original 80 Selected 9
features features

Field plots selected as the closest neighbor 329 376
Field plots selected as the farthest neighbor 3 6
Average volume of 15t neighbor, m3/ha 95.75 91.83
Average volume of 15t neighbor, those not 92.87 81.49
present within other feature set's 15t neighbors,
m3/ha
Nearest/farthest distance ratio, standardized 0.10 0.11
features
Nearest/farthest distance ratio, unstandardized 0.11 0.04
features

4 DISCUSSION AND CONCLUSIONS

The results confirm those of Ref. 20: using a combination of a Landsat image and
color-infrared aerial photographs gives more accurate estimates than those obtained
using individual data sources. In Ref. 21 none or very little improvement was gained
by combining high-altitude panchromatic aerial photographs and a Landsat image.
This is explained by our results: in the case of combined dataset, spectral features
were picked from both aerial photograph and satellite image (different wavelength
regions). Thus, it was not the texture alone that brought the better results.

Sub-sets of features and/or feature weighting performed better than the original
feature sets. There is, however, always the possibility of overfitting, when optimal
features and weights are searched for within a specific dataset. These processes
favor features that maximize of minimize the objective(s) defined in the objective
function within the current data. There might be features that are useful for
estimating the volumes of dominating stand types, but even detrimental for other
stand types. This was analyzed by constructing error matrices of the data divided
into 50 m3/ha volume classes. The classification of the largest volumes was more
accurate in the approaches that incorporated a sub-set of features and/or feature
weighting. In the case of the class containing the lowest volumes the variation of
results was minor, while for the intermediate volume class the effect of feature
selection and/or weighting was adverse. When the accuracies are compared to the
proportion of field data in each class, it can be seen that the classes with largest
amounts of data gained highest accuracies, at expense of the classes with smallest
amounts of data. Furthermore, the improvement in results by feature selection
and/or weighting was greatest in the case of mean volume, and smaller in the cases
of height and basal area. The algorithms were instructed to minimize mean volume
RMSE, and features or weights were selected accordingly. If the field data represents
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the target area well and the interest lies on a few forest attributes, the overfitting is
acceptable. In other cases, the objective criteria should also include other attributes,
and include variables describing estimation success within size or age classes.

In order to test for possible effects caused by high dimensionality of the original
data, it would be wise to check how often the 'real' nearest neighbors are selected in
the Euclidian distance-based process within the cross-validation of field data. The
problem is: how to define the real nearest neighbors, when forests vary along so
many axes?r How to weight e.g. volume, basal area, height, age, tree species
distribution, stand structure, site type and soil class? Even though we didn't try to
specify the real nearest neighbors in this study, it is clear that at least one of the two
more closely examined feature sets did not catch those neighbors: on average, only
1.7 of the 5 nearest neighbors were the same. Further, fewer of the field plots were
being selected as the 15t neighbor in the case of the 80-dimensional dataset than in
the case of 9-dimensions. The neighbor search in high dimensional feature set
resulted in more average data points. The convergence of nearest/farthest distance
ratios towards 1 with increasing dimensionality, was not seen in the case of
standardized data used in our study, but the additional test with unstandardized data
revealed that a) there was clear difference between the high and low dimensions and
b) the standardization had weakened the distinction between nearest and farthest
neighbor in the 9-dimensional case, but had no effect on the 80-dimensional case.

It can be concluded that combining several remote sensing data sources with
complementary properties gives improved results, especially when attention is paid
to the feature selection and weighting. The quality of results based on large-
dimensional datasets must, however, be evaluated even more carefully than in the
case of traditional Landsat feature sets.
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ABSTRACT

This paper presents the concept of the °Siberian Harth System Science Cluster
currently being established at the University of Jena (Germany). SIB-ESS-C is the
follow-on activity of the EU funded SIBERIA-II project (Multi-Sensor Concepts
for Greenhouse Gas Accounting of Northern Furasia). SIBERIA-II was a joint
Russian-European remote sensing project that improved greenhouse gas accounting
over a 300 million ha area in the central Siberian region. This area represents a
significant part of the Earth’s boreal biome which plays a critical role in global
climate change and has been defined as one of IGBP’s boreal transects representing
a strong climate change hot spot in Northern Eurasia. The project lifetime was from
January 2002 until December 2005.

In the initial phase of the SIB-ESS-C project, data sets and value-added products
created within the SIBERIA-II project will form the basic set of products to be
disseminated and extended. These products include regional maps of land cover, fire
induced disturbances, phenology, snow depth, snow melt dates, onset and duration
of freeze and thaw, LLAI and others. Most of these Earth observation based
products have been available for several years and cover the entire SIBERIA-II
region. A major goal of SIB-ESS-C is to continue product generation for build up of
time series for environmental monitoring and as input parameters for earth science
models for a larger region. As research is advancing and new algorithms and data
products are being developed, additional data sets of the extended region will be
included. In order to provide a comprehensive spectrum of data sets for earth
system research, various collaborations with other data providers and research
organisations are planned.

Keywords: SIB-ESS-C, Siberia-II, Landcover, DGVM, biosphere modelling,
carbon accounting

INTRODUCTION

With the recent advancements in information technology especially in the field of
spatial data infrastructures new opportunities became available to the earth science
community to efficiently share data, results and also applications over the World
Wide Web using standards published by the World Wide Web Consortium (W3C®),
the Open Geospatial Consortium (OGC™) or the International Organization for
Standardization (ISO). Based on these technologies the Siberian Earth System
Science Cluster (SIB-ESS-C) will be developed as a spatial data infrastructure for
remote sensing product generation, data dissemination and scientific data analysis.

Proc. 204 Gottingen GIS and Remote Sensing Days, 4-6 Oct. 2006, Gottingen
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SIB-ESS-C is the follow-on activity to the EU funded SIBERIA-II project
(Multi-Sensor Concepts for Greenhouse Gas Accounting of Northern Eurasia,
EVG2-2001-00008) [6][7][8][9]. SIBERIA-II was a joint Russian-European remote
sensing project that improved greenhouse gas accounting over a 300 Million ha area
in the central Siberian region. This area represents a significant part of the Earth’s
boreal biome which plays a critical role in global climate change and has been
defined as one of IGBP’s boreal transects representing a strong climate change hot
spot in northern Eurasia. The overall objective of the SIBERIA-II project was to
demonstrate the viability of full carbon accounting including greenhouse gases
(GHG) on a regional basis using state-of-the-art environmental methods, biosphere
modelling and advanced remote sensing technologies. The tools and systems which
have been employed include a selected yet spectrally and temporally diverse set of
15 Earth obsetrvation datasets from 8 satellites, detailed GIS databases and some of
the worlds most advanced Dynamic Global Vegetation Models (the Lund-Potsdam-
Jena LPJ-DGVM and the Sheffield-DGVM) to account for fluxes between land and
atmosphere.

The results showed that the Russian boreal forest is a carbon sink to increased
COzin the atmosphere. However its sink capacity is smaller than earlier publications
indicated. These results from [2] were calculated using a permafrost-enhanced
version of LPJ, observed climate, and satellite-observed maps of forest composition
and density and an embedded fire model. This enhanced LP] process model
represents realistically the ecosystem state in terms of area burned, vegetation
productivity and biomass. Rising atmospheric CO> content is found to be the main
cause for the carbon sink. The capability however of the Russian boreal forest to
compensate anthropogenic carbon emissions was found to be limited [2]. For the
whole of Russia a moderate increase of forest biomass of 74TgC/a between 1983
and 1998 was calculated and this result agreed with inventory-based change
calculations of 76TgC/a [5]. The catbon sink in the Russian forests between 1981
and 1999 was calculated with 131 TgC/a [2]. When considering the area of the
forests the moderate contribution to the total terrestrial carbon sink indicates that
the Russian forests have only a limited ability to offset the fossil fuel burning
emissions in Furasia.

These modelling results in SIBERIA-II demonstrated the importance to estimate
the changes in carbon pools caused by climate change.

SIB-ESS-C will create the data basis to calculate related effects for a larger region
of the Eurasian continent (compare with Figure 2) and will lead to more reliable
sink/soutce estimations for catbon accounting. A lot of uncertainties are induced by
forest fire probabilities based on climatically dependent fire ignition probabilities
instead of actual fire ignitions. Other uncertainties include forest expansion and
forest management practices.

In the initial phase of the SIB-ESS-C project, data sets and value-added products
created within the SIBERIA-II project will form the basic set of products to be
disseminated. These products include regional maps of land cover, fire induced
disturbances, phenology, snow depth, snow melt date, onset and duration of freeze
and thaw, LAI and others. Most of these products are available for several years and
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cover the entire SIBERIA-II region. A major goal of SIB-ESS-C is to continue
product generation in order to build up time series for environmental monitoring
and as input parameters for earth science models. As research is advancing and new

algorithms and data products are being developed additional data sets of the region
shall be included.

THE SIB-ESS-C REGION: FROM THE URAL TO THE
PACIFIC

The SIBERIA-II region (Figure 1) stretched from the very north of Siberia to lake
Baikal and following a north — south transect of the central Siberian region. This
area will be extended in SIB-ESS-C to the east and west. The extended region now
stretches from the Ural to the Pacific covering the Ob-, Lena- and Yenissey river
systems and the “far eastern federal districts” including the autonomous
okrug/oblast of Amur, Jewish, Kamchatka, Korya, Khabarovsk, Magadan,
Chukotka, Sakha and Primorsky (maritime) (compare with Figure 2). The larger
region is from an Earth system modelling perspective much better representing the
northern boreal biome and larger Earth observation datasets are needed for the
integration into modelling scenarios. Most biosphere models already work in this
scale and with areas that are much larger than the SIBERIA-II region and extending
the area to cover the complete boreal region of Eurasia was therefore a needed
extension.
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Figure 1. SIBERIA-II region and ground truth test areas for Earth observation product
validation. This region will be extended in SIB-ESS-C.



Figure 2. Stereographic projection (sphere, central meridian: 90) of the Eurasian continent.
The SIB-ESS-C region is indicated in red covering Siberia and the far eastern districts of
Russia and including the river systems of Ob, Lena and Yenissey. Marked in green and in

saturated colour code of the Oblasts: the original region of the SIBERIA-IL

THE SIBERIA-II EARTH OBSERVATION LANDSURFACE
PRODUCTS

Northern Furasia is home to several processes that are unique, greatly affected by
climate change and are likely to have big consequences for global climate. Despite a
number of modelling studies all pointing out the key importance of boreal regions,
there was no coherent regional observing system, particularly in northern Eurasia,
that would enable detection and quantification of changes and no coordinated
modelling strategy using Earth observation to analyse the controlling processes. The
objectives of SIBERIA-II Earth observation have been to deliver geo-observational
products for monitoring and modelling the key processes. A better understanding of
the above processes in turn improved the modelling approaches used in the project
to address the key project scientific question: What is the current average greenhouse gas
budget of the region and what is its spatial and temporal variability? How will it change under
Sfuture climatic and anthropogenic impacts?

To achieve the goals of the SIBERIA-II project, a diverse set of multi-sensor
Earth observation data was used. The definitions of land surface products to be
derived from EO data, their spatial and temporal scales have been driven by the
project modelling approaches and also by their use as indicators of global change in
the boreal region. Table 1 summarizes the main properties of the EO products
derived in SIBERIA-II and their application and integration into the GHG
accounting schemes. Only with a multi-sensor approach could the diverse set of
land surface parameters be achieved at spatial and temporal scales required by the
modelling approaches for the entire SIBERIA-II project area. A more
comprehensive presentation of the project can be found in [6], [7], [8] and [9].
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Table 1. SIBERIA-II database (SDGVM: Sheffield Dynamic Global Vegetation Model;
LPJ: Lund-Potsdam-Jena Vegetation Model, IIASA GIS Landscape Modelling Approach)

EO Product Temporal EO Sensor Spatlz'al Partnér Use in GHG
coverage resolution | responsible | accounting models
TTASA (I)
La‘(‘gic"jzggml 2001-2004 1;\4&31155 500m N SDGVM (I)
il LP] (0
2002 & 2003
FPAR, LAI 8 day and MODIS 1 km DLR SDGVM (€)
LPJ (C)
monthly
Biomass 2003 ASAR WS 75m CESBIO
SPOT-VGT
Phenology 2000-2003 NOAA/AVHRR 1km & 10km CESBIO SDGVM (1)
Freeze/ Thaw 2000-2003 QuikSCAT 10km IPF
Water bodies [1] | (2003/2004) ASAR WS 75m IPF ITASA (I)
Snow Depth & SDGVM (C)
Snowmelt 2000-2003 SSM/1 25km CESBIO LP] ()
1992-2003 MODIS,
Disturbances [3] | on yeatly basis AVHRR 1 km CEH ITASA (I)
(except 94-95) ATSR-2
Topography 2000 SRTM Jaresec<60” N Gamma -

I km > 60° N

s

Figure 3. Land cover map (SIBERI
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——

A—H) level 2 (right) and 16 days cloud free multi spectral

dataset (right) [10] obtained from MODIS data acquited during 2003.

SIB-ESS-C DATA PRODUCTS AND SERVICES
The objectives of the SIB-ESS-C project are to develop a spatial data infrastructure
to facilitate Earth system science studies in central Siberia, to set up a web interface
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to provide access to data products created during the SIBERIA-II project, to
continue remote sensing data acquisition and product generation to build up time
series for a larger region in Eurasia and to integrate additional products from other
projects as well as from external collaborators. The final stage of SIB-ESS-C will
provide online geo-visualization and analysis tools (including a biosphere/Earth
system modelling interface for registered users) for an integrated data analysis using
the cluster processing structure and power provided with SIB-ESS-C. The overall
structure of SIB-ESS-C will grow towards 16 - 32 processor nodes provinding
enough processing power for complex modelling tasks using large area data sets.

Initial SIB-ESS-C datasets and products:

e SIBERIA-II metadata
e SIBERIA-II "raw" satellite data - compare with table 1
e SIBERIA-II Earth observation products - compare with table 1

e IIASA's Landscape GIS for the SIBERIA-II region including forest
inventory information for approx. 70 test regions,

e additional products from other FSU projects or external collaborators
SIB-ESS-C Setvices:

e Catalogue Service: providing meta data on products and procedures
(search and find data),

e Coverage Service: providing direct access to datasets available from SIB-
ESS-C (access and download data),

e Map Service: visualization of geographic datasets available from SIB-
ESS-C,

e Analysis Service: advanced visualization tools for integrated data analysis
(integration of multiple data sets, spatially and temporally),

e Customization Service: based on previous data analysis users should be
enabled to retrieve customized data products according to their
requirements,

e Processing Service: continuous EO-product generation,

e Biosphere Modelling Service based on various datasets (final stage of the
SIB-ESS-C implementation)

THE SIB-ESS-C IMPLEMENTATION CONCEPT
The overall design philosophy of SIB-ES-C follows two major principles:

1)  adhere to standards to ensure interoperability and
i)  implement free and open source software components whenever
possible.

The architecture of SIB-ESS-C shall comprise OGC compliant components, e.g.
a Web Catalog Service for data discovery, a Web Coverage Service for data access, a
Web Map Service for data viewing and in the future a Web Processing Service for
on-demand product creation and triggering of biosphere modeling tasks.
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The core of SIB-ESS-C will be a PC cluster ensuring continuous product
generation to build up time series. SIB-ESS-C shall also contain comprehensive
online analysis tools allowing users to visually exploit the information content of the
data sets provided.

The technical implementation of SIB-ESS-C shall adhere to the following multi-
stage concept:

Stage 1: development of an online data repository including a metadata
database and a web interface to enable users to search, (pre-)view and
download existing datasets.

Stage 2: set up of a computing cluster for operational processing of large
quantities of remote sensing data ensuring continued product
generation. The cluster will also include tools for data archiving, storage
management and automatic metadata creation (Figure 4).

Stage 3 (“from data providing to scientific data analysis”): extension of
SIB-ESS-C with comprehensive interactive online geo-visualization
tools through a web interface: allowing users to analyse the information
content of the data sets provided (GIS functionalities, cross-comparison
of data products, extraction of results using maps, graphs, text files and
real data) including triggering of Earth system model runs (using
biosphere models from partner organisations). The last part of stage 3
(biosphere modelling) needs the design of various model-interfaces that
allow the use of Earth observation products in biosphere modelling (has
been started already in SIBERIA-II).

Stage 4: following the principle of interoperability SIB-ESS-C is planned
to become part of a distributed network of similar systems where not
only data is being distributed and shared, but also applications (e.g.
analysis functionalities, processing modules) are being offered and used
throughout the network.

The derived products are provided free of charge (after an initial free registration
procedure). No raw data will be provided. Access to data products will be granted
using FTP and Web Coverage Service (WCS) technology. As a future option also
user adjusted data products with selected spatial extend, time stepping, data format
and coordinate system are planned.
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Figure 4. The Planned Siberian Earth System Science Cluster (SIB-ESS-C) architecture.
The SIB-ESS-C design philosophy is to use and implement free and open source
software whenever possible, to use components that are well established in the ESS,

EO and GIS communities and to follow standards to strongly support
interoperability (OGC, ISO, etc.).

The following software solutions and programming environments are analysed
for use in SIB-ESS-C:

e Apache HTTP Server (Web Server),

e PostgreSQL / PostGIS (Database),

UMN Mapsetver / Mapbender (Map Setver),

OPeNDAP / NetCDF (Data access),

S4PA / THREDDS (Data management),

IDV /GtrADS (Visualization),

e  Globus Toolbox / Rocks / LAM/MPI (Cluster / Grid),

e IDL / Gamma / GMT / OSSIM (Earth Observation data processing),
e XML / GML (Communication).

The actual implementation status (late 2000) lists a prototype cluster setup with 3
nodes for testing and a metadata database for Siberia-11 products. The first version
of the web interface for download of SIBERIA-II data sets will be available in late
December 2006. The preliminary website address for information and news
concerning SIB-ESS-C can be reached through http://www.eo.uni-jena.de or using
http://www.sibessc.uni-jena.de.

SIB-ESS-C PARTNERS

The Siberian Earth System Science Cluster is initiated and supported by the
Friedrich-Schiller University Jena (Germany) with staff funding for the period
commencing January 2006 until December 2010. The first user meeting took place
in Leicester (“Environmental Change in Siberia — Insights from Earth Observation
and Modelling”, 18th-20th September 2006, University of Leicester, UK). Partners
of the SIB-ESS-C initiative are: TU Wien (Prof. W. Wagner), University of Leicester
(Prof. H. Balzter), Center for Ecology and Hydrology (CEH) (Dr. F. Gerard),
IIASA  (Prof. S. Nilsson), CESBIO (Prof. T. LeToan), Boreal Ecosystems
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Monitoring Laboratory / RAS (Dr. S. Bartalev), Sukachev Institute of Forest, RAS
(Prof. E. Vaganov).
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ABSTRACT

Traditionally, satellite-based ap!®proaches of land cover classification over large
areas rely on the use of input datasets from only one sensor (e.g. MODIS land
cover, SPOT VGT for GLC2000 or AVHRR for IGBP) and the use of training
areas. We developed an approach for the derivation of a land cover map over a
3 million km? study area in Central Siberia, which is based on the fusion of several
independent satellite remote sensing products and a national soil map. Using special
decision rules which rely upon landscape ecological regularities of the boreal study
region, the vegetation classification could be enhanced down to species level. Such a
depth of vegetation classification is needed for the regression based approach for
terrestrial full carbon accounting at regional scale of the International Institute for
Applied Systems Analysis (IIASA), Laxenburg, Austria.

Keywords: rule based land cover classification, spatial modelling, predictive
vegetation mapping.

1 INTRODUCTION

The International Institute for Applied Systems Analysis (IIASA) developed as part
of the EU-funded project SIBERIA-II (http://www.sibetia2.uni-jena.de) a
regression-based landscape ecosystem model which provides diagnostic predictions
of carbon stocks and fluxes for the 3 Mio km? study region in Central Siberia [1]. In
contrast to dynamic global vegetation models (DGVM), such as LP], which estimate
net primary production (NPP) for plant functional types (PFT), the IIASA model
differentiates between different vegetation classes and even tree species. Since major
differences in vegetation cover are not depicted on any existing global land cover
map [2], IIASA compiled a vegetation database with the necessary classification
depth specifically for the regression-based carbon model. This database is
represented by a GIS-based polygon vegetation map with an attributive database
holding all information needed for full carbon accounting (FCA) of the terrestrial
biota. It was compiled by Russian regional vegetation experts who manually
identified and delineated homogenous vegetation polygons based on a variety of
information sources, including in-situ measurements, forest inventory, soil and
landscape maps and remote sensing data. Since this procedure is extremely labour
and time consuming, and forest inventory is only conducted every 10 to 15 years,

Proc. 204 Gottingen GIS and Remote Sensing Days, 4-6 Oct. 2006, Géttingen
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ITASA’s vegetation database is a static land cover description for the year 2003 only.
A continuation for following years is not feasible.

Since vegetation is the most dynamic component of the terrestrial biosphere and
therefore in the carbon cycle continuous observation is necessary. Only an
automated method using consistent algorithms and continuous data retrieval would
provide the needed temporal resolution for full carbon accounting.

The only cost effective source for spatially and temporally continuous data
comes from Earth Observation. The problem of current global and continental land
cover products is the insufficient vegetation classification for consideration of
different rates of respiration and assimilation between different species.

To fulfil the requirements of the regression-based IIASA model, namely
e yearly information about vegetation distribution and disturbances, and

e detailed vegetation classification up to species level,

we developed a method for vegetation classification based on a-priory knowledge
about the study area and several satellite-derived datasets, including the SIBERIA-II
land cover [3], digital elevation models (SRTM and GTOPO-30), MODIS
Vegetation Continuous Field (VCF) products [4], the SIBERIA-II forest
disturbance dataset [5], as well as a unique soil database provided by IIASA.

2 PREDICTIVE VEGETATION MAPPING

Vegetation is the most influential and dynamic component of the terrestrial
biosphere and represents the connection between the atmospheric and pedospheric
carbon pools through photosynthesis and respiration. Therefore vegetation
represents the most important driver in the greenhouse gas balance. Plant growth,
species composition and distribution of vegetation communities are the result of
different ecological site factors, such as the shape of relief, soil texture and, in higher
latitudes, permafrost, which have all an impact on the distribution and availability of
water, as well as elevation and slope aspect which influence temperature [0].
Additional influences on the ecosystem are natural and anthropogenic disturbances,
such as fire, diseases, wind throw or logging, which change potential to actual
vegetation cover. These telationships can be used for predictive vegetation mapping
with Geographic Information Systems (GIS). When information about a region is
difficult to obtain, because the study region is too large or inaccessible, relationships
between vegetation distribution and mapped physical data (e.g. elevation, climate)
can be used to predict vegetation composition across landscapes [7].

The use of topographic attributes (e.g. elevation, slope, aspect, cutvature,
topographic wetness index) derived from digital elevation models (DEMs) is among
the most common variables employed in predictive vegetation mapping [7]. There
are several studies [0], [7], [8] where elevation, slope, curvature and wetness index
derived from DEMs have been used to map forest composition in mountainous
regions.

Remote sensing data is often used as initial information about the distribution of
vegetation patterns. One example for the application of GIS and remote sensing
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data for predictive vegetation mapping is given by Ref. 9, who presented a GIS-
based gradient analysis and nearest-neighbour method for predicting forest
composition and structure in the Oregon coastal province. Using multiple
vegetation attributes from georeferenced forest inventory plots, mapped
environmental data (climate, topography, geology), and land cover classification
from Landsat TM imagety, they received good to moderate accuracies for predicted
tree species occurrence and several measures of vegetation structure and
composition.

A study by Ref. 10, conducted in our study region, used NOAA AVHRR data
for forest mapping along the Yenisey river. An attempt to classify the entire 1000 X
3000 km transect using the same rules turned out to be too general to map the
different landscapes of the vast territory. The classification was improved using a
landscape-ecological approach by segmentation of the transect into ecological
regions. Using this approach, AVHRR data were found to be adequate for small
scale mapping at the level of vegetation types or plant formations. A comparison of
the classification results for mountainous regions showed that AVHRR-derived
maps were more detailed than existing landscape maps, and larger scale forest
management maps of softwood and hardwood forests.

However, in the existing literature there is no detailed remote sensing based
vegetation map or land cover classification on regional scale covering the entire
Central Siberia.

Using already existing information about the distribution of superimposed
vegetation types, such as needle leaf forest, deciduous forest, grassland, etc. from
the SIBERIA-II land cover product [3], we developed a methodology to derive a
land cover map with enhanced classification depth appropriate for IIASAs full
carbon accounting. Environmental indicators which have been used for predictive
vegetation mapping, are derived from Digital Elevation Models (DEM), a digital soil
map, and a wide suite of remote sensing data. By combining the datasets in GIS and
the application of specific decision rules, it was possible to develop an automated
method for producing this land cover.

3 STUDY REGION
The study region is located in central Siberia/Russia spanning from 85° to 115° E
and from 52° to 75° N (Fig. 1). It covers a total area of 328 Mio ha.

The climate of the study region is very diverse because of the vast North-South
extension of about 3000 km. The average annual air temperature varies from —17°C
in the North to 0°C in the Southwest of the region [11], [12]. Lower temperatures
and fewer days above 10°C in the North result in a lack of trees, whereas the South
is characterised by higher temperatures and distinct tree growth [10]. Almost the
entire study region shows permafrost in different characteristics (sporadic,
discontinuous, continuous) [13]. As a result of the diverse climate, the vegetation
differs extremely from North to South. The North is covered by tundra vegetation
and a huge amount of small lakes and wetlands. At 72° N a 100 km wide transition
zone between boreal forests from the South and tundra from the North follows
along the 10°C July isotherm and the polar tree line [14], [15].
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Figure 1. Location of study region in Russia and administrative regions.

Southwards of 72° N boreal forest (taiga) covers almost the entire study region.
It consists to 85 % of coniferous species (pine, spruce, fir, larch and cedar) and to
13% of the deciduous broadleaved species birch and aspen. The differences in
climate cause also a regional deviation in different taiga zones [13]. Forest tundra
and sparse taiga cover the southern part of the North Siberian plain and the major
part of the plateaus Putorana and Anabarskoe and are represented mainly by larch.
Spruce occurs only in the extreme West and south-western parts [16], [17], [18]. The
subzones of middle and southern taiga occupy the major part of the study region.
Vegetation is represented by typical boreal forests, basically formed by larch and
pine. The southern taiga of non-mountain regions is represented by pine, larch, and
spruce-fir forests with admixtures of birch and aspen [12].

In the southern part of the Krasnoyarsk Kray and eastern part of the Republic
Khakasia, enclosed by the high mountains of East and West Sayan, a relatively small
area of steppe and forest steppe vegetation is located. Secondary deciduous forests,
dominated by birch and aspen, as well as pine forest are common in the forest
steppe region. Approximately two thirds of this area is transformed to agticultural
land, mainly cultivated pastures and arable lands.

4 METHODOLOGY AND DATA SOURCES

The process of producing a land cover map with enhanced vegetation classification
was realised by post-classification of the already existing SIBERIA-II land cover
map for the year 2003 [3], detived from MODIS 500 m data. The 16 classes of this
product were successively broken down into more detailed classes which were
adopted from IIASA’s vegetation map. The post-classification was based on the
values of several independent input data sets and specifically developed decision
rules which rely on landscape ecological regularities of the study region (e.g.
altitudinal belts in mountains), and on information coming from the IIASA
vegetation map and several digital forest inventory test sites.

Because of the different climatic conditions and vegetation zones, it was
necessary to split the region into several smaller subregions and to develop different
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rule sets for each of them. Seven eco-regions (“tundra and forest tundra”, “northern
taiga”, “middle taiga”, “southern taiga”, “mountain middle taiga”, “mountain
southern taiga”, “steppe and forest steppe”) have been separated based on
bioclimatic and floristic criteria (see Fig. 1). Based on these eco-regions it was
possible to check the SIBERIA-II land cover product for obvious misclassifications
and to reclassify the relevant pixels after plausibility rules. For example, if pixels in
the eco-region “tundra and forest tundra” are classified as agriculture, steppe or
deciduous broadleaf forest, they are obviously misclassified. In such cases these
pixels are assigned to new classes, which are more plausible for the specific eco-
region. Since in all cases there is more than one possible class, the final assignment
to one class followed in later classification steps using other input data sets.

Most of the pixels from 500 m resolution imagery contain a mixture of land
cover types, which had significant implications if a hard classification is to be
derived from such data sets [19]. We avoided this problem using the MODIS
Vegetation Continuous Field (VCF) product [4] and applying a fuzzy classification
system, which allows several land cover classes per pixel. To realise this, our land
cover was also separated in three layers, namely a forest map, a map of non-forest
vegetation classes and a map of unvegetated areas with the additional information of
the percentage of each land cover class per pixel. So, also pixels with a lower
percentage than 15% tree cover, which was used for the hard classification of forest
in the SIBERIA-II land cover, can receive a specific tree species class in the forest
layer. Every pixel with a minimum of 5% herbaceous cover appears in the non-
forest layer of the continuous field land cover. All cells in all eco-regions, that have a
VCF tree cover below 5% and a VCF barren ground cover more than 80% were
assigned to the class “barren ground”, no matter to which initial class they belong.
Only in the eco-region “tundra and forest tundra”, the threshold was set to 95%. In
this eco-region pixels with a VCF barren ground value of 80 — 95% were assigned to
the class “spotty tundra”. This tundra type consists mainly of bare rocks and soil
with only some small patches of lichens and mosses [20], and appears in the study
region only on the Taymir peninsula. The thresholds were chosen by comparison
with the ITASA vegetation map.

Coming back to the above mentioned example of the misclassified pixels in the
eco-region “tundra and forest tundra”, the MODIS VCF and appendant decision
rules help to decide, if these pixels are “barren ground”, “larch forest” or
“wetland/tundra”. In the latter case, further rules have to be applied for the decision
between “wetland” or “tundra”.

The first set of decision rules for the refinement of the 16 initial land cover
classes is related to the topographical location of the pixels in means of elevation.
This information is derived from a digital elevation model (DEM) with 500 m
spatial resolution, which is based on the Shuttle Radar Topography Mission (SRTM-
3) DEM, available for the latitudes below 60° North and the GTOPO-30 DEM [21]
for the areas above 60° N. There are two concepts behind the application of
elevation. The first one is the altitudinal zonation of vegetation in mountains. The
vegetation composition of the different altitudinal belts is taken from literature [10],
[17], [22], [23], [24], [25], [26]. The second application scheme of elevation
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information was applied in the non-mountainous regions, where it helped to
separate subregions inside the eco-regions which have different tree species or types
of wetlands. In this way it was possible to separate the lower West Siberian
Lowlands from the higher Krasnoyarsk Kraj. For further separation of tree species
and wetlands in the non-mountainous regions, information from a GIS-based soil
database, provided by IIASA at a scale of 1:1 Mio was used.

Here, information about the soil texture helped to separate tree species. For
wetland detection the soil map was used to produce a mask containing all polygons
indicated as “peaty” soil types with a soil thickness more than 40 cm. All initial land
cover classes besides the forest classes were assigned to specific wetland types if
they coincide with this mask.

For the tundra eco-region another rule for wetland detection was applied. One
problem is the vast amount of small and shallow lakes in this region, of which a
huge part is not represented in the 500 m resolution of MODIS. Shallow lakes play
an important role in wetland identification. Since the depth is often related to the
size of those lakes, a high density of single permanently inundated basins below a
size of 8 ha in the sub-arctic regions indicate tundra wetlands according to the
Ramsar classification scheme [27]. The information about small permanent open
water bodies was derived from ENVISAT ASAR Wide Swath data for the years
2003 and 2004 with a spatial resolution of 150 m [28]. To keep these lakes in the
land cover with a resolution of 500 m these lakes and the land between them were
aggregated to one polygon indicated as Ramsar wetland type Vt (tundra wetlands).
To realise this a density analysis with a search radius of 50 km and a density
threshold of 5000 m?/ km? of watet surface atea was performed by Ref. 27. For our
product we combined the resulting polygon with the information from the soil
database and classified all pixels as “tundra wetland”, which are located in this
polygon and coincide with peaty soils thicker than 40 cm.

The last step in the classification process is the identification of disturbed areas.
For this rule set the SIBERIA-II disturbance product [5] with information about the
period 1992 to 2003 is used. All pixels, except of initial forest classes, which
coincide with polygons of the disturbance map are assigned as “burnt area” if the
MODIS VCEF tree cover is lower than 5%. If it is higher than 5% it could mean that
the vegetation cover changed due to disturbances after 2001, the year of the
MODIS VCF. In such cases the year of the disturbances is applied: Only
disturbances after 2001 lead to the class “burnt area”. Pixels which were not
classified as forest in the initial SIBERIA-II land cover, but in our land cover
because of the MODIS VCF value, and that were distutbed before 2001 receive the
classes “birch”, “pine” or “larch” (depending on eco-region) as secondary forest
after fire.

The stepwise fusion of input data sets and implementation of classification rules
has been realised in ESRI’s (Environmental Systems Research Institute,
Redlands/California) GIS ArcINFO and was automated using a routine written in
Arclnfo Macro Language (AML).
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5 RESULTS AND DISCUSSION

The result of the predictive vegetation mapping is a land cover map consisting of
three raster data sets with 500 m pixel size (compare Fig. 2). The first level
represents forest cover differentiated in the dominant tree species pine, fir, spruce,
cedar, larch, birch, aspen and dwarf pine. The second level shows the non-forest
classes including different types of wetland, tundra and steppe. The third level
contains unvegetated classes (barren ground, water, settlements). Additionally, every
layer carries the information about the percentage of the respective land cover class
per pixel. Together, the three levels contain 42 land cover classes, which are adopted
from IIASA’s vegetation map. With this enhanced classification depth the rule
based land cover product is more detailed than any other remote sensing based land
cover product at regional scale and fulfils the requirements of the IIASA model for
full carbon accounting.
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Figure 2. Result of predictive vegetation mapping: 500 m land cover consisting of three
layers for dominant tree species, nonforest classes (here aggregated to superimposed groups)
and unvegetated areas (here represented in percentage of pixel).

An accuracy assessment of the final land cover product is problematic because
there is no recent validation data set for the entire area. The latest forest inventories
which were the basis for IIASA’s vegetation map range from 1980 to 2002
depending on the region. Digitally they are only available for a few test sites at the
scale 1:50,000 (see Fig. 3). The pixel based agreement between the rasterised test
sites and the rule based land cover is only 26%, which can be explained by the
coarse resolution of the rule based land cover. The 500 m pixels are mainly mixed
pixels. Additionally, the class definitions are hardly comparable between both
products and the position accuracy differs slightly. Figure 4 shows two test sites
where the vegetation patterns correspond between the forest inventory and the rule
based product, but where the exact location differs because of the much coarser
resolution of the remote sensing based product.
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Figure 3. Comparison of the rule based land cover (left side) with two forest inventory test
sides (right side)

The entire product could only be compared to IIASA’s vegetation map and the
Global Land Cover 2000 (GLC2000) for Notthern Eurasia [29]. The overall
agreement between the aggregated classes of the rule based land cover product and
GLC2000 is 50.3%, whereas the accuracy of GLC2000 was determined to be about
68.6% [30]. The agreement between both land cover products ranges between
23.5% in the tundra and forest tundra and 61.3% in the middle taiga, whereas a
better agreement in the forest dominated eco-regions is recognisable.

For the comparison with the IIASA map, it was rasterized to 500 m pixels. In
order to avoid mixed classes the comparison between the IIASA map and our rule
based land cover product was performed for every product level separately, since
the polygons of the IIASA map as well as the pixels of the rule based land cover
product contain more than one land cover class. The pixel based comparison
showed relatively low spatial agreement. Only 5%, 15% and 40% of all pixels for
unproductive land, non-forest classes and forest classes respectively had the same
class definition in both products. Besides the uncertainties of the IIASA map, the
general low agreement can be explained by the two different characters of the
products. The remote sensing based product is speckled because of heterogeneous
landscapes, whereas the IIASA map consists of polygons, in which smaller areas of
different land covers are aggregated to bigger polygons, and is so more generalized
and homogeneous. Additionally, the forest classes in IIASA’s map represent the
dominant tree species, which are not necessarily the species with the highest
proportion in a stand, but often the species with the highest economical value. This
is the heritage of the forest inventory, which is the main input source for IIASA’s
map. In contrast, the rule based RS map shows the tree species with the highest
proportion.
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The comparison of the areas of the different classes between the three land
cover products is presented in Figure 4. The forest class, which covers the highest
proportion in the study area, is with 1.75 Mio km? coverage in the rule based land
cover comparable with the two other land cover products (1.82 Mio km? in ITASA
map and 1.79 Mio km? in GLC2000). Also urban, agricultural and water areas are
comparable between all three maps. The area of steppe in the rule based land cover
lies with 9745 km? between the estimations of the IIASA map and the GLC2000 of
11033 km? and 7854 km?* respectively. Barren ground, meadow, clear cut and
wetland areas are several times bigger in the rule based land cover, whereas burnt

areas cover only a half and shrub areas are almost disappeared compared to the
ITASA map.
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Figure 4. Frequency distribution of aggregated land cover classes in percent of total area

The differences in the areas of the several classes range over the study area. The
comparison between the rule based land cover and the IIASA map reveals better
agreement in the South than in the North. This could point to better forest
inventory data in the South and hence to a higher accuracy of the IIASA map in the
southern eco-regions than in the northern ones. This assumption is strengthened by
the comparison of the rule based land cover with the GLC2000, which shows no
significant difference between North and South. However, the overall agreement
between GLC2000 and rule based land cover is better than between rule based land
cover and ITASA map.

6 CONCLUSIONS

Concluding, it can be stated that the presented rule and remote sensing based
method for land cover classification is — in contrast to IIASA’s forest inventory
based method — repeatable and applicable to other years, because of consistent
landscape ecologically based decision rules and the automation in GIS. This is the
requirement for continuous modelling and comparison of carbon pools and fluxes
on a yearly scale.

Additionally, this product is the first land cover with such a detailed vegetation
classification on regional scale.
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Uncertainties of this land cover product are expected to be reduced, with the

forthcoming availability of the yearly MODIS VCF data for 2001 to 2005. The
updating of the rule based land cover product for the following years is enabled by
the availability of all other required remote sensing products in neatr future via the
Sibetian Earth System Science Cluster (SIB-ESS-C, http://www.sibessc.uni-jena.de).
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ABSTRACT

In recent years, very high-re!'solution satellite data has become a new tool for the
assessment of forest condition. The paper deals with the estimation of some forest
production characteristics (age, stand density-stocking, timber growing stock,
productivity indices) employing spectral reflectance models of IKONOS satellite
data from a mountain spruce forest area (Picea abies 1) of Central Slovakia. Different
image data sets were utilized for model construction. With respect to previous
knowledge in image data processing, various image enhancement techniques were
utilized in order to improve the thematic and spatial image information. Spectral
reflectance models were derived on the basis of spectral signatures and they permit
to estimate forest production characteristics with different but not very high
precision. The rest of the paper deals with generalizing sample forest production
remote sensing model data on the whole area of interest by means of geostatistics
on the basis of spatial data variation and autocorrelation. Another example of
remote sensing and another source of auxiliary data generalization is the application
of the EMDS (Ecosysterr Management Decision Suppord) system, which integrates logical
formalism of knowledge-based reasoning into GIS (Arcl7ew) to provide decision
support for ecological as well as production assessment and evaluation. Both
approaches are documented in this paper.

Keywords: IKONOS, reflectance models, production, geostatictics, EMDS
1 INTRODUCTION

A lot of applications have been developed recently for the forest inventory and
monitoring employing LANDSAT TM and SPOT satellite data. The rapid quality
development of new satellite and radiometers generation with high spectral and
ground resolution provides new application possibilities for this area mainly in
combination with sampling methods, geostatistics and decision support systems.
Space Imaging’s IKONOS satellite belongs to this generation, since 1999 it made
history with the world’s first one-meter commercial remote sensing satellite.
IKONOS produces 1-meter black-and-white (panchromatic) and 4-meter
multispectral (red, blue, green, near infrared) imagery that can be combined in a
variety of ways to accommodate a wide range of high-resolution imagery
applications. Moving over the ground at approximately seven kilometers per second,
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IKONOS collects black-and-white and multispectral data at a rate of over 2,000
squate kilometers per minute. To date, IKONOS has collected neatly 100 million
square kilometres of imagery, through the nearly fifteen, 98-minute journeys it
makes around the globe each day.

Different commercial and governmental organizations utilized IKONOS data to
view, map, measure, monitor and manage different activities and applications. These
range from disaster assessment to urban planning and agricultural and forestry
assessment and monitoring. Due to very high ground, spectral and temporal
resolution of IKONOS data and imagery products, determined by the level of
positional accuracy, the possibilities of forestry applications are endless.

This research, also with respect to the recent experiences acquired from
application of Landsat TM and SPOT XS satellite data is aimed for developing of
adequate methods for assessment of mountain spruce (Picea abies, L.) forest
production as well as application of geostatistics and EMDS (Ecosystem
Management Decision Support) system, which integrates logical formalism of
knowledge-based reasoning into GIS (ArcView) to provide decision support for
ecological as well as production assessment and evaluation.

2 MATERIAL AND METHODS

2.1 THE STUDY AREA AND IMAGE DATA

A forest section of the Managent Plan Unit (MPU) in mountain area of High
Tatrans (Central Slovakia) was chosen as test area (2,200 hectares). The area of
MPU has broken topography with dominance of mountain spruce (Picea abies, L.).
The IKONOS Satellite image of the MPU was taken in August 2004 in
panchromatic and multispectral modes. The satellite image was geometrically
corrected using digital terrain model with spatial resolution 1 m and 15 ground
control points.

2.2 COLLECTION OF SPECTRAL SIGNATURES AND
AUXILIARY VARIABLES

Stand mapping and enumeration of the forest compartments were performed
utilizing appropriate modules of INTERGRAPH software. Stand boundaries were
digitized from a forest map with scale 1:25 000. Auxiliary data (compartments
variables) were gathered from the existing forest database. Spectral signatures as
auxiliary variables in order to derive spectral reflectance models for estimation of
stand age, stocking and spruce stand production were collected in individual
compartments employing training polygons. The mountain spruce production is
described with timber growing stock per hectare and with index of reduced growing
stock level (Ired) in this research. This index takes the form:

lred =—~— ©)

where Vsk(t) is actual growing stock per hectare in given age (t), Vmax(t) is maximal
growing stock per hectare in this age and z is stand stocking. This index shows
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production situation only with respect to site quality and also it takes stand stocking
into account. Also another stand productivity indices (index of absolute growing
stock level, index of relative growing stock level) were recently utilized in
conjunction with Spot XS and Landsat TM satellite data for estimation of forest
production [2]. However, results confirmed the most satisfactory relationship
between the index of reduced growing stock level, therefore it was also apply in this
research.

The ground data of the variables of interest (timber growing stock per hectare
and stocking) were measured in single compartments and in combination with
corresponding spectral signature were used in order to derive spectral regression
models for the estimation of timber growing stock per hectate and Ired from
satellite data. In addition to spectral signatures, the age of the forest compartment
was employed as an auxiliary variable because it could be easily determined from
previous forest management plans and could be projected to the current data.

3 RESULTS AND DISSCUSSION

3.1 REFLECTANCE MODELS FOR ESTIMATION OF FOREST
PRODUCTION

Spectral signatures for estimation of forest production were obtained from different
original and enhanced image data. The topographic normalization, PCA analysis,
HIS transformation and different spectral indices were utilized for original image
data enhancement. With respect to recent knowledge with vegetation cover
classification, image texture was also employed in enhancement approaches for
forest production estimation. Mainly for estimation of stand density — stocking, was
expected significant contribution of this image variable. The texture with different
algorithms was analysed, which are based on evaluation of image spectral variation

in various selected matrices 3x3, 5x5 or 7x7 pixels. Some of them are listed in Tab.
1.

Totally more than 120 reflectance models were evaluated, simple and multiple, linear
and exponential models. The parameters of the best spectral reflectance models for
estimation of stand age, stocking, growing stock per hectare and Ired are listed in
Tab.2. All models are significant (P=0.95); at simple regression correlation
coefficients vary from 0.5 to 0.72, where the dependent forest variable is a function
of its mean spectral signature of enhanced image data. With respect to previous
knowledge, also transformed variable was introduced, which employs the ratio
between the square of spectral signature and the age of the compartment.
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Tab. 1. Algorithms of texture image analysis

V1. Relative richness R=#n/n,,x100
V2. Diversity H = -sum (p*In(p))
V3. Dominance D=H H

max

V4. Fragmentation

F=m1)/(c1)

V5. NDC — number of different neighbors in
the matrix

3x3, 5x5 or 7x7 (1-9, 1-25, 1-49)

V6. CVN — pixels number different from pixel
value in the matrix

3x3, 5x5 or7x7 (0-8, 0-25, 0-48)

V7. BCM — number of different pixels in the
matrix

3x3, 5x5 or 7x7

n — number of different classes occur in the | H  — diversity
mattix H,,,. — maximal diversity = /u(n)
7, — maximum number of classes in input | ¢ — number of score cellules (9, 25 or
image 49)
P — relative abundance of each class in the
matrix
/n  —logarithm
Tab. 2. Parameters of spectral reflectance models for IKONOS data
Dependent Model SE % Variance
variable No Formula 0 Explained
Age 1 | Age=-52,87+1,99. 177K 1345 % 38,2 %
. 2 | Sto.=5,17+ 0,43 .741 +10,5 % 431 %
Stocking
3 | Sto. =411+ 7481 .T9 —458,02. 792 +9.8 % 50,5 %
Timber growing 4 | IVha' =26539.0,97732 1292 % 49,6 %
Stcz%?g)ha 5 | Vha' =276,82.0,94" +£29,8 % 51,7 %
I 6 |1,,=0,79-103. MSAVTTN +27.5% 37,6 %
! 7 | 1,,=0,76-0,04. TST PCA2 +30,2 % 24.9 %

V7R - texture generated by V7 algorithm from R channel
Z41 - transformed vatiable of ratio vegetation index (RED/NIR)

T9

- transformed texture variable generated by algorithm Fractal dimension

732 - transformed variable of topographically normalized NIR channel

T2 - transformed variable as combination of texture generated by algorithm V1
from 1.component of PCA and topographically normalized NIR channel

MSAVITN - Modified Soil Adjusted Vegetation Index constructed from

topographically normalized
TST PCA2

channels
- combination of 2.component of PCA and texture generated by

algorithm V1 from ratio vegetation index (RED/NIR)

Contribution of texture information was significantly confirmed mainly for
estimation of stand age and stocking (models 1,3) and partially also for growing
stock estimation (model 5). Correlations of stand age and partially also stocking only
on spectral information provides very poor estimation of these variables, therefore
introduction of texture to these models was very suitable. For growing stock
estimation and Ired is transformed variable and components of PCA more suitable.




109

Spectral indices are included in all models with different manner. These are sensitive
indicators of “on-the-scene” presence and condition of vegetation, mainly slope-
based vegetation indices, which are combinations of the visible red and near infrared
bands. The values indicate both the status and abundance of green vegetation cover
and biomass, e.g. the Corrected Transformed Vegetation Index (CTVI). Also the
distance based vegetation indices bring satisfactory results. They are based on the
Perpendicular Vegetation Index (PVI) and the main objective is to cancel the effect
of soil brightness to generate an image that only highlights the vegetation signal.
This is important in areas where vegetation is sparse as well as in open forests. An
example is the Modified Soil-Adjusted Vegetation Index (MSAVI) [1]. Vegetation
indices also allow compensation for changing light conditions, surface slope,
exposition and other external factors, but for the signature collection mostly
topographically normalized data (TN data) employing radiometric statistic empirical
correction were utilized.

Independent variables, which are best suited to multiple regressions, were chosen
through stepwise variable selection. For example, for stand age estimation the linear
multiple model is

Age =285.81-0.56V7R - 2.62 NIR +9.22 BLUE —-10.77 RED +188.83 NRVI

@
with statistics SE% = +14.11%, R2 =70.3 % (R = 0.84), where VRVI is normalized
ratio vegetation index ((R/NIR-1)/(R/NIR+1)). If we compare multiple approach
for growing stock or Ired estimation, multiple regressions do not provide better
results if only spectral signatures are used; however, if we introduce additional
variables to multiple regression (transformed variables), the results are better. In
spite of the fact that accuracy of these models is generally not very favorable, they
offer initial or auxiliary information for application of different sampling procedures
for forest variables estimation [2].

3.2 ESTIMATION OF FOREST PRODUCTION EMPLOYING
GEOSTATISTICS

Application of geostatistics approach is suitable also for assessment of different
forest variables in connection with remote sensing data. The basis of this approach
is analysis of data spatial variability and autocorrelation. The concept, theory and
application of geostatistics are described in many books and journals, therefore only
basic scopes of geostatistics are described in this paper.

The geostatistical approach was further utilised for generalization of sampling
forest production information on the basis of geostatistical regionalization of Ired
data. Its estimation by means of spectral reflectance model No. 6, represents sample
dot information (n = 153), which was employed for the geostatistical regionalization
of Ired in the test area.

With respect to previous knowledge from similar applications, variogram analysis
on the basis of omni-directional variogram of Ired data was performed. This
approach ignore data anisotropy due to knowledge of production spatial variability
and this type of variogram gives the best estimate of the variogram model
parameters (intercept, range and sill), as well as the best idea of what type of
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variogram model should be fitted. From variogram analysis of Ired data and model
fitting, the following conclusions can be summarized:

e The shape of experimental variogram has a typical character, the
variance of Ired increases with the class distance (lag), variogram crosses
the variance after 400 m, than is rather stable as well as number of pairs
on all lags, which reflects the suitability of the parameter choice.

e An exponential covariance function was utilized for variogram fitting

y(h)= C[l— exp[;:ﬂ, 5=3 3)

whete range a = 580 m and sill (C) = 0.168. In the distance of 580 m
(asymptotic sill) the covariance function reaches approximately 95% of
the maximum.

The compatibility between the sample and model data was checked by the cross-
validation. The experimental error and error forecast within the model for test and

robust data are calculated in this procedure. Results of cross-validation are given in
Table 3.

Tab. 3. Statistics of cross-validation for Ired

o Test data (Td), n = 153 Robust data (Rd), n = 148
Statistic
Mean Variance Mean Variance
Error 0.00283 0.00339 0.00603 0.00155
Standardised | ) 1574 1.13919 0.09720 1.08566
error

Major conclusions of cross-validation can be summarized as follows:

e Estimation of Ired data employing an exponential variogram model is
not biased, mean standard errors are not significantly different from
zero for test as well as for robust data.

e Variance of standardized error of robust data is very close to 1, which
means that experimental error is close to model error. Thus, we can
consider applied model parameters as suitable and adequate. Some
deviations from this optimum, with respect to variance of test data
standardized error 1.13919; probably reflect the presence of outliers.

The standard kriging method with punctual calculation was employed for Ired
regionalization over the test area. The results are visualized in the form of raster
kriging map with X and Y mesh of sorting grid; x = 50 m, y = 100 m. A kriging map
of Ired data is shown in Figure 1.

Additionally, the kriging standard deviation (8) is produced in the process of the
kriging, which gives important information about interpolation accuracy. It is
possible to view the kriging error distribution as isolines over the test area. Smaller
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values of § indicate points closer to the samples, more distant areas from samples
show larger kriging error.

Estimation of Ired (Erigissg)
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Figure 1. Kriging map of Ired data

3.3 ESTIMATION OF FOREST PRODUCTION EMPLOYING
EMDS

The ecosystem management decision support (EMDS) system forms framework
environment, which integrates the logical formalism of knowledge-based reasoning
into a geographic information system (GIS) to provide decision support for
ecological landscape as well as production assessment and evaluation.

The acquirements are designed in NetWeaver knowledge-base as a component

of EMDS system. Knowledge representation in NetWeaver is based on object-
oriented fuzzy-logic networks of dependency, which offer several significant
advantages (Reynolds, 1999):

The system facilitates evaluation of complex, abstract topics that depend on
numerous, diverse subordinate conditions because EMDS is fundamentally
logic based.

Fuzzy logic provides aformal and complete calculus for knowledge
representation that is less arbitrary than the confidence factor approach used
in rule-based systems and much more parsimonious than bivalent rules. It
enables to encompass uncertainty to the assessment as well.

The object-based architecture of EMDS knowledge bases allows incremental,
evolutionary development of complex knowledge representations.

The propositional network architecture of EMDS knowledge bases allows
both the ability to evaluate the influence of missing information and the
ability to reason with incomplete information.



112

For overall objective of our research there was designed simple network in
NetWeaver denominated “production of spruce forest stands” (Figure 2). In this
network two topics (aspects) of forest production were evaluated, for which
indicators were acquired from spectral reflectance models of IKONOS satellite data.
The first topic was the utilization of production area indicated by stand stocking and
the second one was the utilization of site productivity. As its indicator there was
employed index of reduced growing stock level (I.g) derived from the best
reflectance model mentioned before (Tab. 2). It was model No. 6, respectively No. 3

for stocking estimation.

II'.-'\?-'\'-"'\:'!"' ks Fi"—a—’-‘\-“':'..l
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Figure 2. Production of spruce forest stands estimation network.

Each topic in this network is calculated datalink to which equations of the best
reflectance models were formalized. The files containing average spectral reflectance
extracted for every forest stand constitute their data sources. The final values were
compared to argument defined by expert (Figure 3). The appropriate definition of
argument is a key task for exact evaluation at this methodology.

In logic applications such as NetWeaver, evaluations against arguments such as
these, return a measure of support, and are referred to as membership functions
because they express an observation’s degree of membership in a fuzzy subset

(Reynolds, 2005).
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Figure 3. Membership functions for evaluation of a) production area utilization and b)
utilization of site productivity.

Each membership function of the topics was defined by three (Figure 3a)
alternatively two points (Figure 3b) in this study. The first point on the axe x
(Operator 1) defines reference values of the indicator at which an observed value
provides no support (i.e., level of forest production = -1). Similarly, Operator 2 and
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3 defines a range of reference values within which the observed value of the
indicator provides full support (i.e., level of forest production = 1). Reference
indicator values that fell within the interval (Operator 1, Operator 2) provide partial
support. The features with no data are labelled as undetermined (i.e., level of forest
production = 0).

The main result of evaluation in EMDS system was the map of spruce forest
stands production (Figure 4). Every feature at this map contains a continuous-
valued metric within the interval (-1, 1), commonly known as a “truth value”. The
values express the level of forest production evaluated according to aspects defined
in NetWeaver knowledge base.
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Figure 4. “Truth value” map for evaluation of spruce forest stands production. The map
symbolization for the level of forest production is: no support = -1, very low = (-0.99, -
0.50), low = (-0.499, -0.001), undetermined = (-0.001, 0.001), moderate = (0.001, 0.499),

strong = (0.50, 0.99), full support = 1

The level of forest production was very low (-0.99, -0.50) for almost all spruce
stands at the study area. Only 25 forest stands from all 153 had low level and 2
stands moderate level of forest production. There was undetermined level of
production for 4 stands because of clouds at the satellite image data (no data).

These results of evaluation reflect the extreme mountain conditions like climatic,
soil and morphologic and confirm the most important ecological role of the forest
at the research area.

However the overall objective was to refer the feasible methodology approach of
estimation of forest production employing satellite data.

The presented example documents that those data are suitable source of
information for their estimation at the systems like EMDS which integrates
NetWeaver knowledge base to GIS environment. There was used simple network at
our study, but main purport and the potential of the system is design large and
complex models with various aspects of evaluation. Those models can be easily
fulfilled with actual image as well as other data sources and up-to-date evaluation
can be directly executed.
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4 CONCLUSION

Forestry is a very important area for remote sensing application where different
forestry variables are possible to estimate. Spectral reflectance models are good and
acceptable basis for estimation of different forest variables, they offer initial
information for application of different sampling methods, geostatistics approaches
and decision support systems as well. With these methods we are able to generalize
sample information to area of interest with known accuracy and sufficient efficiency.
The advantages of geostatistics regionalization are mainly, that the spatial data
variability and autocorrelation are taking into account and in comparison with
standard interpolation methods we have information about the estimation error in
the form of the kriging standard deviation. Another example of remote sensing and
another sources auxiliary data generalization is application of EMDS. This approach
integrates logical formalism of knowledge-based reasoning into GIS to provide
decision support for ecological as well as production assessment and evaluation.
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ABSTRACT

In this work, a new method for tree identification is proposed. This method
combines all three basic known techniques for the delineation!? of individual trees:
tree top searching, valley-following and template-matching. The templates are based
on shapes derived from photos using the tree-top technique together with the
valley-following technique. Templates are then evaluated using so called certainty —
probability that found shape is similar to known shape of crown, as by its form so
by its dimensions. Implementation of this technique into software environment is

described.

This method proved to be helpful especially for filtering small trees and
improving estimation of the form of the crown area. Horizontal structure estimation
was evaluated and significant improvement was found using the template filtering
compared to the non filtered structure.

INTRODUCTION

Agroforestry land in southern Portugal is the main producer of cork in the world.
Various individual growth models demonstrated to be a reliable tool to support
decisions for sustainable management of these lands (Ribeiro et al., 2003).
Horizontal stand structure, or positions of individual trees, is very important input
for these models as it describes the stand competition situation and resources
availability of individual trees. The use of digital aerial images as alternative source
of data has been a long time studied and several successes have been achieved.

There exist three basic approaches for delineation of individual tree crowns in
image. The first technique is to find local maxima and consider this as a tree top.
This approach was between others described in BLAZQUEZ (1989). Usually this
technique, when used alone, suffers with a problem that the peak in the photo is not
always individual pixel, so several peaks are found in one tree. Also the side
branches can be considered as local maxima. This can be treated with filtering,
smoothing etc.
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Second technique for delineation of individual trees is valley-following method
described between other works of this author in Gougeon 1995. In this technique
image is displayed as three-dimensional model where the tree tops appear to be
peaks because of the highest value of grey and the delimiters appeat to be valleys
between these tops. The valleys are followed in order to create regions which are
there considered to be trees. Drawback of this method is that sometimes the valleys
are incomplete or interrupted and then two trees can be considered as one.

Third technique for delineation of individual trees is comparison with a template.
It can be thought that all techniques are principally trying to repeat the human way
of thinking by manual delineation of crown. In case of tree tops human observer
also searches for the brightest points and mark them as trees. If he cannot decide he
follows the delimiting valleys in order to delineate crown. In case of templates
human sometimes mark a crown because it looks like a crown which is known to
him. The template technique was developed and described in Pollock (1996) or later
Larset et al. (1997). Templates in this works are defined as geometrical models or by
other words as matrix of pixels which is usually moved over the image and in each
position a correlation is evaluated. In this way, as also mentioned by authors, it is
required to have all possible shapes of trees. All shapes and all possible sizes resolve
to the enormous requirement on computational time. On the other hands if the
method is successful it is possible to provide not only positions and sizes of
individual crowns but also at the meantime it should be capable of recognizing the
tree species.

MATERIALS AND METHODS

In this work we propose a new approach to the template’s definition. As mentioned
already in previous chapter, the different ways of crown delineation can be
understood as different ways of imitation of human way of thinking or human
knowledge. Therefore we propose a template as a joined knowledge about what can
be a tree, regarding the image information and about what can be a tree regarding
the ground truth information.

Template philosophy

The template and the shape are in this work not understood as two dimensional
objects. There is processed construction of a curve which serves afterwards to
evaluate the similarity between the found object and probable object - template.
This process is shown in Figure 1. System starts to display over the chart (right)
radius in each angle starting from clock number 3.

The construction of the curve shown in Figure 1 is only starting information for
the subsequent analysis. Each point receives a value of certainty. This certainty is
based on two sources or their mix (described later). This certainty is used for
decision about the smoothing. One simple example of smoothing of the extremes is
shown in Figure 2.
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Figure 1. Construction of evaluation curve from two dimensional shape of the crown

Figure 2. Example of extremes smoothing in the crown using median filter

The smoothing shown in Figure 2 is performed only by using median filter. This
type of extreme can appear because of the presence of the noise or dust in the
photo. In this work we propose that the smoothing is done following the certainty
in cases of crowns which are accepted but their parts have low value of certainty.

Certainty calenlation

Value of certainty comes from two sources or areas of knowledge. The first source
is the photo itself. If the pixel at the end of crown radius in given direction is having
its neighbour background the certainty is 100 percent. If the neighbouring pixel is
member of “valley” between the crowns the certainty is calculated as the ratio
between the valley’s value and the value of background which is 255. So if the valley
is very bright, so very probably not vegetation it is having a big certainty. Oppositely
if the value is dark, and probably vegetation (and also maybe only a noise inside the
crown) the value of certainty will be low. As an example: if the valley value is 60 the
certainty would be 23.5%.

The other source of certainty value is a knowledge coming from the ground truth
measurements. There exists a database of approximately 6000 cork oak trees where
4 possible crown radiuses were measured. This information was used to construct a
curve to evaluate of probability that the found radius is likely to be real. A log-
normal function proved to be the best to approximate the distribution of the counts
for individual radius sizes.

(Inx—u)® )
202

the parametres were evaluated through SPSS 12 : ¢ = 0.3563 a p = 2.1730. The
highest probability is for crown radius in interval approximately from 1.9 to 2.1

F(x) = eXIO(
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metres. Smaller or bigger radiuses has lower value of certainty regarding the shape
of the log — normal curve.

Imagery material nsed

It was used digital imagery from central Portugal. The images are scanned in 4
separate channels red, green, blue and close infrared. This work is a part of larger
research which is based mostly on close infrared false color images. Therefore the
obtained images (rgb, and ir separately) were merged in order to have false CIR
image. This was done by separating the RGB channels using Adobe Photoshop and
merging them with CIR channel in following order : CIR, R, G. Image which was
created was similar to previously used images coming from analogue photos. The
spatial resolution of individual pixel is cca 40 cm.

Next step was to cut out only area of interest from the image. The plot size is
approximately 150x100 metres. This was done using expert knowledge, mostly
following the roads and fences easily recognisable as in the photo as in terrain. The
resulting image used for analysis had a size of 400 kB.

Ground truth data

The permanent plot is situated in Ribatejo region close to the Coruche (N39 00.250
W8 24.900). The plot has 158 trees, from them 35 are pines the rest is cork oak. The
distribution of crown sizes is shown in Figure 3. Most of the crowns have diameters
around 6 metres. The plot exposition is to the south.

Figure 3. The distribution of crown diameters (m) in investigated plot.

Image processing

The image was processed using software environment Delphi 5 and its libraries to
access and work with images. In the beginning image was transformed to the grey
level image pixel with more red value will become darker. This image was
subsequently used to calculate the image histogram and using automatic technique,
threshold was obtained (Surovy, 2004). After the threshold was calculated the image
was divided to two segments: vegetation and background. All subsequent analysis
was performed only in the vegetation area. The delineation of individual crowns is
fully described in Surovy 2004b. The found sketches are all saved and subsequently
analysed with the template technology. The crown can be or accepted and then it is
tried to be smoothed using certainty, or it can be rejected when the overall certainty
is minimal or when tree shape (observed on curve) is abnormal, for example more
than one quarter of crown is having radius equal or smaller than 1.
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RESULTS AND DISCUSSION

The resulting image from sketches delineation is shown in Figure 4 left. The

el -

Figure 4. Photo with sketches delineated through top searching combined with valley

following approach (left), and photo with crown segments processed through template
evaluation

The first evaluation of technique can be done already at this point. The crown
segments have better shape; some of the small trees are obviously eliminated. It is
also can be observed that by the method some trees are still being missed or they
were found but were eliminated. The number of trees found in first step was 164.
The number of trees accepted after template matching was 66, what would
represent the accuracy of approximately 42%. This is the lowest border of interval
of accuracy of this technique presented in the previous works (Surovy, 2004b).
There exist several explanations for this fact. First of all it has to be regarded the
crown sizes distribution of the stand. As it is possible to observe in Figure 3, 22
trees are having the crown diameter lower than 2 meters. If a diameter is lower than
2, radius is lower than 1 and it is most probably invisible or it will be eliminated by
the rules for thresholds. So this trees could be considered as not findable on the
photo with resolution of 0,4 m per pixel. Other aspect is that the north-eastern part
of the plot is situated in the slope with northern exposition. This means that the
trees on this area are illuminated with less light as the trees in the rest of the photo
and they will be eliminated by overall threshold. The appropriate thresholding was
also in previous works considered to be the key factor for accuracy level in the
individual tree delineation process. If these two factors would be taken to account
the level of accuracy should be about 60% what is also the average level of accuracy
for fully automatic system mentioned in Surovy 2004b.

Another important aspect to be evaluated is the crown sizes distribution and
comparison between the analysis before and after template matching. Figure 5
shows the crown sizes distribution before and after filtering with template matching
filter. As expected the only affected classes were classes with small diameters. The
bigger classes were not affected because if there was some improvement performed
its impact is mostly on shapes of the crowns. The average diameter is not affected.
It can be concluded that there was elimination of small crowns because of the rules
set for filtering, but this area was not regained in area of bigger crown classes. This
is maybe because of the order of the search, once a small crown is found in the
beginning inside the bigger one, even if this small is eliminated the bigger cannot be
reconstructed because its “full” shape was not discovered. Maybe a solution would
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be to repeat the simulation and increase the grey level of the area of these small
crowns in order that these are not considered to be peaks of the trees.

Figure 5. The crown sizes distribution (left columns) compared to the real
distribution(right columns) for none filtered technique(left) and for the template matched
technique (right)

In Figure 5 it can be also observed that the biggest tree (diameter 16m) was not
found. This is the third aspect influencing the accuracy — the shape of the crown. It
is knowns that this crown is not having compact surface and so it cannot be found
as one tree using the technique of tree top and valleys. It does not have one peak,
and the valleys are existing also inside the crown because of its irregularities. Valleys
could be treated by proper smoothing what was also already described as the key
factor for global accuracy. The use of smoothing is not a trivial task because
smoothing with larger kernel causes the elimination of smaller valleys which are
essential for delineation of smaller touching trees.

Figure 6. Comparison of pair correlation functions for different analysis from left: original
stand, stand without filtering and filtered stand

Another important factor for accuracy evaluation is horizontal structure of found
trees. Horizontal structure is key factor for competition description in the stand
what is of a big importance for individual tree models. One of the possibilities how
to evaluate the horizontal structure is the pair-correlation function (Stoyan, 1995)
which was adapted in previous works. The pair correlation function evaluates
presence of clustering and describes the situation in hotizontal structute, especially
whether this structure differs from random Poisson field. As it is possible to
observe in figure 6, the non-filtered stand shows clustering in small distances (by
what it also significantly differ from the original stand). This clustering is caused
mostly by delineation of small trees inside the crowns of bigger ones, so all these
points are found in close distances. After the application of the filter all this clusters
are removed and the final curve show similar characteristics as the original one. The
regular oscillation over the value 1, confirm that this point field can be considered as
similar to the random Poisson field.
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CONCLUSIONS

In this work it is presented method for the delineation of individual trees by
combination of three basic methods used for this task: tree top searching, valley
following and template matching. The new approach is about the definition of
templates where these are similarly to original works constructed as a known shape,
but in this case the knowledge is sourced from two areas, one is the photo itself,
other are the ground data. Both areas of knowledge are balanced by assignment of
certainty to each point of the crown edge. Certainty is then used to decide about or
the elimination of the crown at all, or about change of its shape to be more similar
to the known or probable crown.

The results evaluation was divided into three areas: 1.) tree amount: the
methodology decreases the accuracy in this variable when comparing to the
methodology without filtering. But it is difficult to estimate only by a tree number
whether the trees found are the real ground trees, or several trees are found in place
of one big tree and small trees are not found. 2.) Crown sizes distribution: in this
variable the impact of filtering by templates is only visible in small classes, because
these are eliminated. It was concluded that the area decreased in this classes was not
regained in bigger classes, because in bigger crowns the filter mostly improve shape
of these crowns. 3.) The horizontal structure: evaluation was done by pair-
correlation function and it can be concluded that the filtering had significantly
positive impact on horizontal structure estimation.
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ABSTRACT

The main objective of our work is the production of a land potential map for
forestry production. Our method integrates remotely sensed data with the spatial
analysis of geo-morphological, ecological and socio-economical data by GIS
modelling to define potential areas and identify suitable sites for predetermined
forest trees. The suitability of sites is related to individual tree requirements. The
suitability assessment for each tree species was conducted using the method
described in the FAO guidelines for land evaluation of forestry (FAO, 1984). The
assessment process was partly modified for fitting particular tree conditions within
Vietnam. The classification of forest and vegetation types is based on multi-date
Landsat ETM+ data analysis and a broadly based field work. All derived data were
integrated into GIS and a Linear Combination Method was used to define the land
potential. The result is a comprehensible map that shows an area of 365,891ha
suitable for forestry production. Furthermore, the entire area was divided into high
potential, medium potential, low potential and very low potential sub-areas related
to special tree requirements.

1 INTRODUCTION

Thua Thien Hue province is located in central Vietnam (Fig. 1). This province has a
size of about 505 339 ha, of which more than three quarter is made up of
mountainous and hilly land. The land itself and its soils are an important
precondition for forest and downstreamed wood production. The forest soil as a
main production parameter is classified into different soil types: Yellowish brown
soils on old alluvia, yellowish red soils on acid magma rock, yellowish red soils on
sandstone, yellowish red soils on metamorphic rocks, alluvial soils on river areas,
humus soils and sand soils. Chemical analyses have shown that concentration of soil
pH, organic matter, total nitrogen, available phosphorus and available potassium are
very different between these soil types. At present, forestry management and local
people are interested in terms of quality and quantity of forest and forest plantations
to achive a sustainable management of tree species. Therefore, an comprehensive
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assessment of land potential for forestry is necessary and significant to reduce
production risks. Moreover knowledge about the earning potential is an urgent
condition for properly land use and land protection in the future.

The existing forest and land cover was derived by multi-date Landsat ETM+
data analysis. The present forest cover is an important information for local
foresters and policy makers in land use planning.

The potential forest sites and their suitability were derived from ecological
modelling based on the stand requirements of single tree species with regard to
particular conditions of soil, climate and relief (slope, elevation). These results could
also be used as a basic soil-database and play an important role for the use of
suitable soil resources and sustainable land management in Thua Thien Hue
province.

2 STUDY AREA

THUA THIEN HUE PROVINCE

Figure 1. Study area — Thua Thien Province
—

Kilom

Thua Thien Hue province is located in central Vietnam and extends from 16°12¢
to 16°45° North to 107°02° to 108°11°East. The study area is situated inside the
zone with a cool dry season from early March to late April, and a following hot dry
season that continues until late August. A stormy season starts in early September
and continues until late November. A cold and wet season follows beginning in
December and continues until February. The average temperatures ate 22°-25° C,
with the highest temperatures around 39.5 ° C in June, while the lowest
temperatures can drop to 9° C around January. The mean annual rainfall varies
between 2700 - 2800 mm.

3 METHODS

The method used is based on integrating remotely sensed data with the spatial
analysis of ecological data, environmental and socio-economic data through GIS
modelling, based on the FAO guidelines for land evaluation for forestry (1984) and
the FAO Framework for land evaluation(1976), modified for particular conditions
inside Vietnam.

3.1 DATA TYPES AND SOURCE

The classification of forest and vegetation types is obtained using multi-date Landsat
ETM+ data base on a combination of supervised classification and unsupervised
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classification. Bands 4, 3, 5 and panchromatic bands of 2003 and 2004 Landsat
ETM+ scenes ate selected for image classification to produce a forest and land
cover map. The boundary of soil types were identified and separated based on visual
interpretation of Landsat ETM+. In addition the boundaries of soil types and soil
properties are adjusted after checking sample points in the field. A soil map, soil
fertility map and a topographic map are available and laboratory analyses are used to
complete these informations. The slope, and elevation maps are derived from a
digital elevation model (DEM) derived from topographic maps.

3.2 SELECTION OF ECOLOGICAL PARAMETERS AND CLASSES
FOR EACH PARAMETER

The selected ecological parameters are related to climatic (annual mean temperature
and annual rainfall), geomorphic (slope and elevation) and soil conditions (soil types,
soil texture, soil depth, soil pH, and soil fertility). The determination of classes for
each ecological parameter is based on the behaviour of the single tree species. A
preselection of tree species is made according to the environmental, economic and
social context of the study area. The land suitability assessment is based on a
comparison of the tree requirements for different landscape potentials.

3.3 ECOLOGICAL MODEL

The assessment model for potentially suitable sites is set up on a Linear
Combination Method with ranking and weighting scores. According to this method
a defined value was given to each class of parameters ranking from 1 (worst case) to
4 (optimum condition). All classes received a weight corresponding to the degree of
importance. The greater the weight the larger the value and the important the
decision parameter. The weight ranges from 1% (least important) to 100 % (most
important).

The algorithm which calculated the final score for each potentially suitable site is
given by the formula: 1

where 7 is the number of ecological parameters, Xy, is the value for each class of
each parameter 7, and W, is the weight associated with parameter 7 This score was
converted to a suitability/potential class, as shown in the following table:

Score Suitability class Potential class
>35 Highly Suitable High potential

2.5-3.5 Moderately Suitable Medium potential
1.5-2.5 Marginally Suitable Low potential
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| <15 | Not Suitable | Very low potential |

4 RESULTS AND DISCUSSION

Image classification and accuracy assessment: The results of image classification are given in
figure 1 and table 1. The results show that vegetation occupy 55.1 percent of the
entire area, of which 7.1 percent belongs to dense forest, 22.1 percent belongs to
degraded forest, 7.5 percent belongs to forest plantations, and 18.4 percent belongs
to shrub. The image classification proves also that 44.9 percent belongs to non-
forest types, of which 7.9 percent is grass land, 9.5 percent is barren land, and 27.6
percent are water, agriculture and build up areas (other land). The overall accuracy
of the output image is about 85 % and the individual forest and land cover types
own a producer’s accuracy above 70 % and a user’s accuracy above 75 %.

Table 1. Forest and land cover types in Thua Thien Hue Province

No Forest and land cover Percentage (%)

types Area in ha

1 Dense forest 35,801 7.1

2 Degraded forest 111,499 22.1

3 Forest plantation 37,840 7.5

4 Grass land 39,926 7.9

5 Shrub land 92,930 18.4

6 Barren land 47,896 9.5

7 Other land 139,448 27.6
Total area 505,339 100

LEGEND
[ Dense forest
[__| Degraded forest
[ Forest plantation
[ shrub
[ ] crassland
[ Barren Jand
[_] sandy soil
[ Agrisultural land
L [ Build up areas
> I Water
.

Figure 1. Forest and land cover map of Thua Thien Hue province in central Vietnam based
on a maximum likelihood classification of Landsat ETM+ data

Assessment of potentially suitable sites: Based on the results of the economic, social and
environmental analysis, seven main tree species are chosen for forest plantation:
Pinus merkussi, Pinus caribeae, Acacia anricnliformis, Acacia mangium, Acacia hybrid, Acacia
crassicarpa and casuarina equisetifolia. The potentially suitable areas for these tree species
are derived from the Linear Combination Model with its ranking scores. Table 2
presents the results of this analysis and shows that an area of 365,891 ha is suitable
for forestry production, of which 5 % is high potential, 71 % is medium potential,
18 % is low potential, and 6 % is very low potential (figure 2 and table 3).

Table 2. Areas of suitability for predetermined tree species
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Area in ha
Suitability
classes Pinus Pinus Acacia Acacia Acacia Acacia Casnarina
merkussi caribeae aunriculiformis | manginm hybrid crassicarpa equisetifolia
S1 19,100.3 42,991.3 27,098.2 33,981.7 27,098.2 21,390.0 8,080.5
S2 296,706.0 | 235512.2 | 2994256 | 268,812.2 | 299417.1 | 308,641.1 | 274,309.9
S3 27052.0 | 64,2818 381651 | 61,8950 | 38,1651 | 34,6455 | 822854
N 230327 | 23,1057 1,202.0 1,202.0 12105 1214.4 1,209.1
Total
area
365,891 | 365,891 365,891 | 365,891 | 365891 | 365,891 | 365,891
Remark: S1: Highly Suitable, $2: Moderately Suitable, S3: Marginally Suitable and N: Not Suitable
Table 3. Land potential areas for forestry production
No Forestry land's potential
types Area in ha Percentage (%)
1 High potential 18,542 5
2 Medium potential 259,641 71
3 Low potential 64,890 18
4 Very low potential 22,819 6
Total area 365,891 100

1500000

10

Legend

[ High potential
Medium potential
low potential

[ very low potential
Water

|
[_] otherland

Figure 2. Map of potentially suitable locations for forest production
in Thua Thien Hue Province.

5 CONCLUSION
Remotely sensed information from landsat ETM + images combined with spatial
analysis of ecological data and socio-economical data are integrated into a GIS.
Inside GIS a Linear Combination Model with weighting scores for various
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ecological-economical combinations was used to derive the land’s potential for
forestry. This approach delivers a robust tool for land resources assessment and
management.

The land suitability model for predetermined tree species will offer an efficient
way to manage forest sites. Forest managers and local people get a revised decision
system to find adapted locations for an optimized and sustainable forest
development.
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ABSTRACT

Methodological research for fol4rest inventories focuses on sampling and remote
sensing issues and the question on how to efficiently integrate both. The £ Nearest
Neighbor (#NN) technique is a nonparametric estimation approach that has been
applied for estimation and classification of large areas. The technique is used to
produce continuous digital information layers of forest attributes using sample
based field inventory and satellite imagery as data source. The main aim of this study
was to improve the estimation error for different reference windows; geographical
horizontal reference areas (HRAs) and stratification by forest cover type, and
feature weighting for estimating the growing stock with the ANN technique. In
order to determine the optimal number of neighbor plots, the Root Mean Square
Errors (RMSEs) and bias by the cross-validation method and a confusion matrix
were evaluated. Data for this study was obtained from a pilot study of a new
national forest inventory system in Korea.

For the sampling intensity in this study, a geographical HRA with a radius of
10km was found to be optimal for the estimation of growing stock. Stratification of
reference plots by forest cover type improved the precision of estimation. As a
consequence, the stratification window was considered a more efficient reference
window than the HRAs in the cross-validation. The optimal value of & was selected
such that the RMSE and bias of the estimates was minimized or stabilized, and that
the overall accuracy was high. The RMSE decreased as £ increased. A minimum
value for RMSE was reached for a HRA of 10km radius and stratification. At a
value of £=4 nearest neighbors for a HRA of 10km radius and at a value of £=6
nearest neighbors for stratification, the values for the RMSEs dropped and
stabilized, and the biases were minimized. The RMSE and bias were 47.42, 0.42
m?3/ha and 47.02, -0.09 m3/ha, respectively. However, the RMSEs for selected 4
values by reference window decreased by only 1% through feature weight
optimization. With respect to the overall accuracy (OA), the reference window using
a HRA of 10km radius was more accurate than the stratification approach for &£ < 8.
The best OA (0.42) was found for £=5 nearest neighbors within a HRA of 10km
radius.

Keywords: k nearest neighbor estimation, growing stock, NFI, reference window,
Landsat, Korea
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1 INTRODUCTION

National Forest Inventories (NFls) are carried out in many countries. The principal
goal of NFIs is the provision of information which is relevant and required for
national-level decision making and monitoring in forestry, and also in related sectors
such as environmental studies, land use management and assessments of
environmental impact etc. NFIs also provide data for sub-national geographical or
political units and are an input to global forest assessments and other international
processes in the context of sustainable management of natural resources. As forest
resources are a complex object for an inventory, several information sources are
utilized, among them field sampling and remote sensing. The methodological
research for forest inventories focuses, therefore, widely on sampling and remote
sensing issues and the question of how to efficiently combine them.

The £ Nearest Neighbor (ANN) technique is a nonparametric estimation
approach that can be used for estimation and classification over large areas. In the
past decade, the ANN technique has been advanced for estimation of forest
attributes and has now been operational in Finland’s NFI since 1990 [10]. The
method uses the information of remote sensed data to interpolate the field-based
inventory to produce continuous digital layers of forest attributes. Recently, to
improve the accuracy of NN technique, the consideration of hotizontal and/or
vertical reference boundaries and application of environmental stratifications for
selecting of optimal £ neighbors [2], [3], [4], [5], [13]. Also the method was applied
with different weights for spectral data [1], [11]. The field sample data and satellite
imagery or other ancillary data are combined so that for each field sample plot the
corresponding to pixel values of the image are taken. For each pixel in the inventory
area, the spectral distance is calculated to each field sample plot, and the distance
weight of the pixel is given to the spectrally nearest sample plot, or it is divided
between two or more nearest sample plots. The forest stand characteristics can then
be computed with the distance weights of the field sample plots. The main aim of
this study was to compare different reference windows for selecting reference plots
to estimate growing stock with the NN technique.

2 MATERIAL AND METHOD

2.1 STUDY AREA

The study area, Yang-pyeong County, is located in the center of Korea, covering
about 87,446 ha. The county is consisted of about 72%, or 63,242 ha of forests,
whereas the area for farming is only 15%, or 13,494 ha, and others as 12%. The
county is in the hill region, with elevation ranging from 20 to 1,157m above sea level
with complex topographic conditions. The main tree species are Japanese red pine
(Pinus densiflora), Korean pine (Pinus koraiensis), Japanese larch (Larix leptolepis),
Mongolian oak (Quercus mongolica) and other broadleaved trees.
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Figui‘e 1. Sampling design with 4km*4km Figure 2. Plot design for this study
grid for the study area

2.2 FIELD DATA

A total of 39 clusters (138 subplots) were measured taking into consideration all
trees with at least 6 cm diameter at breast height (DBH) within the field plots.
Concentric circular sample plots with 10m and 15m radius were used (Figure 2).
Trees with diameter at breast height (DBH) 6 to 20cm and larger than 20cm were
measured at 10m and 15m radius, respectively. The coordinates of plot centers were
measured by GPS. On concentric circular sample plots, the basal areas of individual
trees were multiplied with an extension factor related to each radius for calculating
the basal area per hectare. The growing stocks were calculated for individual trees
using the growing stock functions for red pine, Korean pine, larch and oak (oak

functions were used for all broadleaved species) of Korean Forestry Research
Institute (KFRI) [6].

2.3 MAP DATA

For topographic analysis of elevation, slope and aspect, the Digital Elevation Model
(DEM) data was produced based on a 1/25,000 digital topographic map. The grid
size of the DEM was 25m X 25m, corresponding to spatial resolution of the
Landsat image.

The forest cover type maps were assembled from the photo interpretation of
scale of 1/15,000 black and white aetial photographs and the follow-up field
checking by the KFRI. In addition, these maps were digitized and converted to a
GIS layer that could be directly overlaid with the geo-coded image data. The
digitized forest cover map was used as a mask map in the ZNN technique.

2.4 SATELLITE DATA

For this study, a Landsat ETM data was obtained, which was acquired on 28 April
2002 (path 115, row 34). The thermal feature (band 6) was not used because of its
poor spatial resolution and the low contrast in forest area. The elevation and
azimuth of the sun were 59.4° and 134.6°, respectively. The image was relatively
cloud-free and geometrically corrected with an overall RMSE of 1 pixel (25m).
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2.5 KNN TECHNIQUE

The kNN technique was used for estimating the forest attributes for target plots as
unknown plots in the study area. The field sample plots are used as reference plots
to estimate a value for each pixel and then as target plots to evaluate estimation
error. The k nearest reference plots are those with the shortest distance in feature
space to the target plot t. Distances between neighbors were computed using a
Euclidean distance metric, where the weights, w, are set proportional to the inverse
distance, d, between target pixel t and reference pixel r. A commonly used function
for weighting distance is shown in Equation 1:

1
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Once the distances among neighbors and their weights in the estimation were
calculated, the kNN technique was applied to each pixel. The estimate of the
variable value for the target pixel t is then expressed as the weighted sum of the

reference pixel variable values. An estimated value V, for target pixel t is then

estimated as:
A k
Vo= 2 W, XV, @

2.6 REFERENCE WINDOW

The forest is covering a large area, and is located in mountainous ranges in Korea.
The forest structure and character vaties according to topography, soil and climate
conditions. For this reason a reference window which is sensitive to those changes
had to be applied. Two different windows for selecting reference plots were applied;
horizontal reference areas and a stratification window by forest cover type.

2.6.1 Horizontal reference area (HRA)

The relationship between growing stock and image features is depending on the site
conditions may vary because of these changes. Too wide an HRA, that is, too large a
value for the maximum distance, may lead to biased estimates. On the other hand,
when field plot layout is sparse, a minimum distance is needed to include all the
local variation of the forest variables in the field plots [4]. In this study, the study
area is relatively small. We are divided the HRA into six areas from 10km to 60km
radius. Close to the border of the study area, there are a lower number of field plots
available. The RMSEs and biases of estimates were calculated with reference data
depending on each HRA.

2.6.2 Stratification

Several applications of stratification have been developed for obtaining better
precision. Ancillary data can also be used either before classifier operations or post-
classification. For stratification such information as site quality map [13], soil type
map [4] and land use map [5] can be used. In this study, the field sample plot were
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classified into three cover types based on tree species from field sample data;
coniferous, deciduous and mixed forest cover types.

2.7 EVALUATION

Many studies have been conducted for selecting an optimal value of £. It is affected
by the layout and the number of the field sample plots, spatial resolution of the
image data, and the variation of the field variables [4], [5]. Usually, two techniques
for evaluation have been applied in the ANN technique; (1) minimum RMSE (Root
Mean Square Error) and bias by the leave-one out cross-validation method [4] and
(2) confusion matrix by attributes’ classes [1], [9]. An optimal value of £ was selected

so that the RMSE of the estimate was minimized and that the overall accuracy was
high.

2.7.1 Cross-validation

After obtaining an independent estimate from the ANN technique for each pixel in
the training set, we proceeded to evaluate the estimation error. The estimation was
evaluated using prediction error, which measures how well a model predicts the
response value of unknown plots. The RMSE and bias were computed for field
sample data as target plots.

2.7.2 Confusion matrix

Besides the use of RMSE as a global estimator of error, we also performed a
confusion matrix for growing stock classes. The growing stock confusion matrix
consisted of four classes, 0-50, 50-100, 100-150, and above 150m3/ha. Overall
accuracy (OA) was computed for each one of these confusion matrices and used as
supplemental information in evaluations for each window.

2.8 WEIGHTING FOR EACH FEATURE

Not all the features in the spectral space share the same influence in the prediction
of forest attributes for a given pixel. Assuming that there exists a linear combination
of features that can provide best result, weighting parameters were computed and
applied to the original pixel values. We used the downhill simplex optimization
method, which was developed by Nelder and Mead [7]. The weighting parameters
for each feature were determined to minimize RMSE based on the selected number
of £ for reference windows.

3 RESULT AND DISCUSSION

3.1 SELECTION OF REFERENCE WINDOW

In order to improve estimation errors, several variations within ANN were tested,
including distance metric, weighting function, feature weighting parameters, and the
value of £ by reference windows [1], [4], [11]. In this study, reference windows as
horizontal distance between target and reference plots, and forest cover type of field
sample plots, which are related with topographic condition and forest structure,
were tested in cross-validation and confusion matrix.

3.1.1 Horizontal reference area (HRA)
For HRA, the distances between field sample plots as target and reference plots

were calculated with XY-coordinates of each individual field plot point and the
Euclidian distance metric.
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The variation of estimates depends on the HRA and different neighbor plots.
RMSEs decreased as the value of £ increased (Figure 3). The RMSE decreased
rapidly when the value of £ increased from 1 to 4. However, the RMSEs decreased
only slightly with the addition of neighbor plots, which were similatly greater than
the £=4 nearest neighbors (NN) for all HRAs. At the 4 NN the RMSE for a HRA
of 10km radius (HRA-10km) was 47.42m3/ha, and when the value of £ increased
from 3 to 5, the biases ranged from -1.46 to 1.22 m?/ha. As a result, it is time-
consuming to apply more than the HRA-10km. For the given sampling design, the
HRA-10km was found to be the minimum reference area for obtaining a sufficient
amount of nearest neighbor candidates.

Growing stock Growing stock
RMSE(m/ha) Bisa (m3/ha)

68 4,0 4
—— 10km

—=— 20km 2,04

0,0

-2,0 4

-4,0

-6,0 4

-8,0 4

40km

12 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 -100- e 50km

K K —s—60km

—+— Stratification

Figure 3. The RMSEs and biases for different HRAs and stratification,
and different number of neighbor plots (&)

3.1.2 Stratification of field data

A stratification window of the field sample plots according to forest cover types was
assessed in the cross-validation. However, the number of reference plots by forest
cover type was different and small because the field sample plot data was not
enough: coniferous (51 plots), deciduous (53 plots) and mixed forest (34 plots). The
RMSE was similar to that observed for the HRAs. Variation of the RMSE for the
value of £ larger than 5NN was neatly stable. The biases for all the value of & were
smaller than those for the HRA window, the biases ranged between 0.34 and -
2.3m3/ha.

3.1.3 Comparison of stratification vs. HRA-10km

The RMSE and bias for both reference windows were compared. The RMSE with
the HRA-10km was smaller than with stratification window when £& < 5, whereas
when the value of £ was larger than 5NN it demonstrated the contrary. For
selecting reference plots to estimate the growing stock with the ANN technique, the
stratification window was considered a more efficient reference window than HRA
window in cross-validation. This result is similar to other findings, the stratification
window with site quality map [13] and soil class map [5].

3.2 SELECTION OF THE NUMBER OF K

Different ways have been applied for selecting the optimal value of k: RMSE, bias,
and overall accuracy. Several values of & have been applied: 1 [1], 5-10 [10], 7-11 [4],
and 15 [8]. An optimal value of £ relies on the number of the field plot data and
variation of the forest attributes. Also the number of nearest neighbors to employ in
an estimation problem is determined by the particular goals of a survey, mapping
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and global bias. Franco-Lopez et al. [1] demonstrated that when applying £NN
technique, for map production using only the nearest neighbor plot, the estimator is
unbiased and the range in variability of sample is largely preserved, while using more
than one neighbor is approptiate to produce estimates of forest attributes over large
areas.

3.2.1 Cross validation

The RMSE normally decreases as k increases until a minimum RMSE is reached for
the HRA-10km and stratification (Figure 3). A minimum RMSE may not be reached
before k=20, which also depends on the number of field sample data. The RMSE
varies from 45.54 to 60.56m3/ha and from 44.82 to 59.35m3/ha, respectively. A
minimum RMSE was 45.54 m3/ha when k=18 for the HRA-10km, and 43.39
m3/ha when k=20 for the stratification. However, at the 4NN for the HRA-10km
and at the 5NN for the stratification, the RMSEs showed little tendency to level off,
the values were 47.42 and 47.05 m3/ha, and the difference to the minimum RMSE
was approximately 4% and 8%, respectively. For selecting the value of k, the
stability RMSE could be a more efficient method than the minimum RMSE.

3.2.2 Confusion matrix

The overall accuracy (OA) in classification comparing the HRA-10km and
stratification is shown in Figure 4. In other studies, there is an increase in the
accuracy as the number of neighbors is increased. But the OAs for both reference
windows were observed oscillating more or less around a trend in our study. The
OA ranged from 0.35 to 0.42 and from 0.34 to 0.39, respectively. The results were
much lower than other findings because the study area and the size of field plot data
are relatively small. With respect to the OA, the HRA window was higher accurate
than the stratification window, except for when k>7. The highest OA was identified
as when k=5 with the HRA-10km, the estimated OA was 0.42.

3.3 WEIGHTING FOR EACH FEATURE

Weighting parameters for each band were computed with the selected number of
#=4 and 5 in cross validation. The calculated parameters were most similar because
the correlation between forest attribute and spectral bands was low and spectral
variability within a feature was low in our case.

With the weighting parameters for each band, the minimized RMSEs for both
windows decreased approximately 1% through feature weight optimization (Table
1). This result is similar other studies with the same simplex optimization [1], [2]. On
the other hand, a genetic algorithm approch for calculating weighting parameters
performed noticeably better than the un-weighted NN method [11].
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Figure 4. Overall accuracy for different Figure 5. Distribution of growing stock
reference windows and different number of from the kNN technique with the HRA-
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Table 1. Weighting parameters for the features and reference windows

Features RMSE
1 2 3 4 > 7 Wei(glrllt_ed)
HREZ:lg)km 0944 1088 1043 0984 1056 1.065 46.99 (47.42)
S“a(t/ic;‘)ﬁon 1006 1.087 0971 0979 1059 0975 46.66 (47.05)

4 CONCLUSION

This study was conducted to compare different windows for selecting of reference
plots in training data, and to estimate the growing stocks with the ZNN technique
for a mountinous forest in Korea.

In this study, the stratification window was smaller RMSE and bias than the
HRA window in cross validation. For the given sampling design, the HRA of 10km
radius was found to be the minimum for obtaining a sufficient amount of nearest
neighbor candidates.

To select an optimal value of £, two options, having minimum RMSE and the
highest OA, were used. The RMSE decreased with the addition of neighbor plots in
both reference windows. It is time-consuming to find a value of £ at a mininum
RMSE, with the consequence that the value of £ was determined at a stabilized
RMSE. As a result, an optimal number of neighbors is selected as 5NN plots within
the HRA of 10km radius. For minimizing the RMSE with the selected number of
neighbors, the downhill optimization method was adopted, but this did not have a
significant difference to the unweighted RMSE in both reference windows. The
RMSE was not affected for feature weights by the optimization method because the
weighting parameters for each feature were similar. The weighting parameters can
be relied on correlation between variable of interest and spectral band, and spectral
variabilty within a feature.

With the £NN technique, thematic maps about forest attributes could be
produced. The estimation is a simple, but very powerful way to extend a wide range
of field data to landscape. The estimation also is a versatile technique with potential
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for combining different sources and a very flexible in the incorporation of ancillary
information. However, there are several estimation errors and weaknesses, for
example, accuracy of locations of field plot, biased estimates by limited trainging
data and near the boundaries in the feature space, and spatial distribution of the
neighbors in the feature space. Thus, in the future to improve the estimation errors
some researches, not only for applying various weighting fuctions and combining
ancillary informations but also for obtaining precise locations of field plot and for
reducing spatial auto-correlation in the feature space, should be carried out.
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ABSTRACT

Maps of forest cover types show impo'>rtant baseline information for forest
managers and forest politicians. In South Korea, a forest cover type map is
produced at a 10-year interval from aerial photographs, an exercise which is linked
to the field sampling of the national forest inventory (NFI). The objectives of this
study were (I) to test the Minnaert correction for reducing topographic effects in the
Landsat TM, (II) to draw a forest cover type map using field plot data available in
the NFI and from Landsat TM, and (III) to compare the produced maps from aerial
photographs and Landsat TM.

Minnaert constants (&) for each feature space were estimated with the Landsat
TM and DEM data from field sample plot points. The calculated values of £ ranged
from 0.2402 to 0.5237, which implied that the topographic effect was not the same
for all bands within Landsat. For forest cover type mapping, a pixel-wise
classification by the maximum likelihood method was used. The pixel values
obtained within Landsat from field sample points were then classified into three
forest cover types based on linked field plot data. Most of the pixel values from
mixed forest were overlapped in feature spaces with coniferous and broadleaved
forests. The classified map was compared to the true forest cover map in the study
area, which resulted from the third NFI. The error matrix was analyzed to evaluate
accuracy of the classified map with the field sample plot and the digitized forest
cover map, and the Chi-square goodness-of-fit was performed to compare
distribution of forest cover types from the two maps. The accuracy was modest.
User and producer accuracies were between 19 and 72%, and between 22 and 69%,
respectively. The overall accuracy of classification achieved was 52%. The estimated
kappa was 0.34. Conversely, the classification obtained from the two maps was done
on statistical grounds using the Chi-square test. The result showed that there was no
difference in the distributions of forest cover types between two maps.

Keywords: forest cove type map, pixel-wise classification, topographic correction,
NFI, Korea

1 INTRODUCTION

Forests in South Korea cover an area of approximately 64,063km?, representing
approximately 64% of the total land area, on the other hand the area for farming
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represents 20% and other land uses account for 16%. Forests cover a large area, and
are mainly located in mountainous ranges.

There is a need for detailed maps providing the current status of forest cover
types. Maps of forest cover types are important baseline information for forest
managers and forest politicians. Forest cover type map shows relatively
homogeneous forest stands or cover types, and has been produced from
interpretation of aerial photographs, satellite imagery, and also field plots. It
commonly includes information on the tree species, age class, diameter class, site
and stocking level [10]. In Korea, the forest cover type maps are produced at 10-
year intervals, from the interpretation of aerial photographs; the maps were
corrected with field sample plots in the National Forest Inventory (NFI). Since the
early 1970s, aerial photographs have been used to produce the forest cover type
map in the NFI. However, the use of aerial photography is waning because the
interpretation and processing is laborious, and aerial photography is often out of
date. The ability to repeatedly obtain images, continuity of the obtained images, and
their wide availability are some characteristics of digital satellite imagery that have
contributed to the current development of remote sensing, image processing, and
GIS technologies.

Recently, digital satellite data, for example Landsat TM, have been applied
successfully to large-area applications [3]. Using satellite data, for classifying forest
cover types has involved a supervised classification along with training data or
reference data. A pixel-wise classification is used with field sample plots from NFIs.
The basic idea is to combine the detailed reference data from the field sample data
with remote sensing data and also digital maps. From the early 1990s, satellite image
data have been applied to draw forest cover maps at the Korea Forest Research
Institute (KFRI) and for some studies [1], [2]. Curtrently, research studies on remote
sensing are increasing, particularly for forest area change monitoring in North Korea
[7], and for forest health [8] and forest fire monitoring [17]. However, there has not
been an attempt as yet to integrate satellite remote sensing to the NFI. The
objectives of this study are (I) to test the Minnaert correction for reducing
topographic effects in Landsat TM, (II) to draw a map of forest cover types using
field plot data available in the NFI and from Landsat TM, and (III) to compare the
produced maps from aerial photographs and Landsat TM.

2 MATERIAL

2.1 STUDY SITE

The study atea, Pyeong-chang County, is located in northeastern South Korea and
covers an area of approximately 1,463 km? The county lies between 37°16'N and
37°49°N parallels and 128°14°E and 128°46°E meridians. Approximately 84% (or
1,229 km?) of the land area of the county is occupied by forests; the area for farming
is only 10% (or 152 km?) and that for other uses is 6% [9]. The county lies over a
relatively hilly mountain range and the mean slope is approximately 20°. The altitude
ranges from 210 to 1,570m and the average altitude is approximately 670m. The
main tree species are Japanese red pine (Pinus densiflora), Korean pine (Pinus
koraiensis), Japanese larch (Larix leptolepis), Mongolian oak (Quercus mongolica), and
other broadleaved trees.
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Figure 1. Distribution of field sample plots within a DEM data and Landsat TM.

2.2 FIELD DATA

The field data for the study area were obtained from the sample plot data from the
3rd NFI conducted by the KFRI. The NFI was based on a stratified cluster sampling
method. The coordinates of the field plots have been recorded on a topographic
map of scale 1/50,000 without GPS recordings. The NFI collected forest vatiables
such as tree species, DBH (= 6cm) and height. Forest attributes were calculated. The
inventory was conducted during 1986/1987. The field sample plots were established
as 227 permanent plots except for field plots out of the DEM data (coniferous
forest, 112 plots; broadleaved forest, 76 plots; and mixed forests, 39 plots).

2.3 MAP DATA

The digital elevation model (DEM) data was produced based on a 1/25,000 digital
topographic map. The grid size of the DEM was 25m x 25m, corresponding to one
pixel of the Landsat TM image.

Forest cover type maps were assembled from the photo interpretation of
1/15,000 black-and-white aerial photographs and the follow-up field checking by
the KFRI. In addition, these maps were digitized and converted to a GIS layer with
polygons that could directly be overlaid with the geo-coded image data.

2.4 SATELLITE DATA

For this study, a Landsat TM data was used, which is acquired on 2 May 1989 (path
115, row 34). The thermal band (band 6) was not used because of its poor spatial
resolution and the low contrast in the forest area. Sun elevation and azimuth were
57.45° and 126.01°, respectively. The image was relatively cloud-free and
geometrically corrected with an overall RMSE of 1 pixel (25m).

3 METHOD

3.1 TOPOGRAPHIC CORRECTION

A topographic effect results from the differences in illumination due to the
difference angles between the sun and the terrain. In digital satellite imagery, this
effect is reduced by applying transformations based on the Non-Lambertian
reflection models. The most successful way to account for the vegetation being
considered as Non-Lambertian has been to employ the Minnaert constant [1], [6],

[11], [15].

To estimate the Minnaert constants for each feature space, the pixel values in
Landsat TM and topographic information such as slope and aspect within DEM
data were extracted from field sample plot points.
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3.2 CLASSIFICATION

To produce a classified image map, there are needs of clearer definitions of
categories, e.g., forest and forest cover types within a forest. The classification
categories are based upon a Manual of NFI by KFRI [10]. These categories atre
stocked land (coniferous-mixed forest, broadleaved-mixed forest and mixed forest),
non-stocked land (cutover area, treeless land, denuded land, glass land and cultivated
land), non-forest land and bare land. In this study, the first part of interpretation was
the identification of forest areas from other land-cover classes. Further, the forest
areas were classified into forest cover types (Table 1).

A pixel-wise classification by the maximum likelihood method was used along
with the field sample plot data from the NFIL. The basic concept is to combine the
detailed reference data from the field sample data with remote sensing data and also
digital map. The available field plot data for each forest stratum setved as the
training data.

Table 1. General description of forest cover types in Korea

Forest cover types Description

The forest has the above 30% of the crown cover area or

Forest (stocked land) the above 1,200 seeding trees of coniferous or

the above 1,600 seeding trees of broadleaved, minimum area is 1

ha
Coniferous-mixed The forest has the coniferous-mixed forest above 75% of the
forest crown area or number of tree

Broadleaved-mixed The forest has the broadleaved-mixed forest above 75% of the
forest crown area or number of tree

The forest has the broadleaved tree or coniferous tree above

Mixed forest 25% and below 75% of the crown area or number of tree

3.3 EVALUATION

A produced image map based on the pixel-wise classification using Landsat TM was
analyzed for evaluating the classification accuracy against forest cover types of field
sample plots. This analysis allows an accuracy statement; the accuracy is defined in
terms of the degree of misclassification and is calculated from a so-called confusion
or error matrix [5], [14]. Further, the Kappa statistic is used as a measure of the
classification accuracy [5]. The Kappa statistic incorporates the non-diagonal
elements of the error matrix as a product of the row and column matginal [12].

3.4 COMPARISON

The produced image map was also compared against the true forest cover map
(“digitized map”), which resulted from the third NFI with regard to the error matrix
and Kappa statistic. Further, the comparison of the classification result from the
two maps was done on statistical grounds using the Chi-square goodness-of-fit test.
This test was preformed to determine the significance of the differences between
them. The observed value used in this test was the number of points of forest cover
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types on the digitized map, while the expected value was the number of points of
forest cover types on the produced image map.

4 RESULT AND DISCUSSION
4.1 TOPOGRAPHIC CORRECTION

The study area in this study covers hilly mountainous forest areas, as can be seen in
Figure 2-a. The outcome is that the forest area classifications include various errors
due to the topographic effect when satellite image applied. Lee and Yoon [11] tested
three methods with the Landsat TM in mountainous forest areas: cosine, Minnaert
constant, and band-ratio corrections. They found that the Minnaert correction
method provided the most reliable result for reducing topographic effect.

The Minnaert constant £ could be solved for each feature space in the TM data.
The values of & were calculated and they ranged from 0.2402 to 0.5237, which
implied that the topographic effect was not the same for all bands within the
Landsat TM. When different bands were compared, band 7 showed the highest
value of 4. The largest range of difference was observed between bands 3 and 4.
This was similar to other studies [1], [4], [11], [16]. With respect to the topographic
effect on bands, Lee and Yoon [11] demonstrated that the near- and middle-
infrared bands appeared to be more vulnerable to the topographic effect as compare
to visible bands. After the Minnaert constants were derived, topographic correction
was performed. A reduction in the topographic effect was visually apparent in a
normalized image (Figure 2-b).

Figure 2. Comparison between row (a) and topographic normalized (b) image data (TM
4,3,2).

4.2 CLASSIFICATION

The pixel-wise classification by the maximum likelihood method was applied for
mapping forest cover types. The pixel values in the feature spaces were obtained
from each field plot point, and then classified into three forest cover types based on
linked field plot data. Figure 3 shows the mean of the pixel values for different
forest cover types and bands. For bands 4 and 5, the difference in the forest cover
types could be observed, whereas at other bands there existed little difference. The
mean of the broadleaved-mixed forest (H) was the lowest for band 4, and it was the
highest for band 5. Figure 4 illustrates the distribution of pixel values according to
the forest cover types for bands 4 and 5. For classifying forest cover types, the
difference in the pixel value between coniferous and broadleaved forests can be
more clearly observed as compare to the mixed forest. Most of the pixel values from
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mixed forest were overlapped in the feature spaces with the coniferous and
broadleaved forests.
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Figure 3. The mean of pixel values for Figure 4. Distribution of pixel values by
different forest cover types and bands. forest cover type for bands 4 and 5.

4.3 EVALUATION

A classified image map (“classified map”) was produced through the pixel-wise
classification by the maximum likelihood method using the Landsat TM. This map
was analyzed for evaluating the classification accuracy with 227 field plot data within
the DEM data (Table 2). The accuracy was modest. User and producer accuracies
were between 22 and 65% and between 44 and 50%, respectively. The overall
accuracy achieved was 47% and the estimated kappa was 0.2. With respect to
classification based on satellite image data, Mayaux and Lambin [13] found that the
forest cover was rather overestimated from coarse-resolution satellite data in regions
where the forest cover was homogenous, and was rather underestimated in regions
where the forest cover was fragmented. In our case, relatively homogenous forest
covers, i.e., coniferous and broadleaved forests, were underestimated, while
heterogeneous (mixed) forest cover was overestimated.

Table 2. Error matrix for assessing the classification accuracy of the classified forest cover

map
Classification Field plot Total Uset’s accuracy
C H M ’
C 56 23 16 95 59 %
Classified H 13 34 5 52 65 %
map M 34 16 17 77 22 %
Non-forest ) > ! L Opverall accuracy
Total 112 76 39 227 47 %
Producer’s accuracy 50%  45% 44 %
KHAT = 0.20

4.4 COMPARISON

The classified map was compared with the digitized map by the error matrix and the
Chi-square test. Table 4 presents the error matrix for the two maps. User and
producer accuracies were between 19 and 72%, and between 22 and 69%,
respectively. The overall accuracy achieved was 52% and the estimated kappa was
0.34. However, the mixed forest class was demonstrated the lowest accuracies; only
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22% of the mixed forest areas were correctly identified as “mixed forest” and 19%
in the study area and was identified as “mixed forest” on the classified map.

Table 4. Error matrix for assessing the classification accuracy with digitized and classified

maps
Digitized map ,
Classification Non- Total User’s
C H M accuracy
forest
C 427,180 165,943 149,863 70,262 813,248 52.5%
Classified H 119,859 410,158 119,805 30,782 680,604 60.3%
map M 204,737 108,274 81,496 34,240 428,747 19.0%
Non- 82,466 20,079 16,076 307,314 425,935 72.2%
forest
Total 834,242 704,454 367,240 442,598 | 2,348,534 Overall
Producer’s accuracy | 51.2%  582%  222%  69.4% el
KHAT = 0.34

For mapping forest cover types, different minimum sizes were used for the areas.
A minimum size of 1Tha was used when the interpretation of aerial photographs was
performed, while a minimum size of 0.0625 ha (which depends on a spatial
resolution of satellite data) was used with the Landsat TM. For this reason, the
coniferous and broadleaved forests on the digitized map were more separated as
compared to that on the classified map; as a result, both the forests were classified
as mixed forest on the classified map (Figure 5).

@)

Figure 5. Comparison between digitized (a) and classified (b) forest cover maps for study
area.

On the other hand, the comparison of the classification result from the maps
was done on statistical grounds using the Chi-square goodness-of-fit tests. To
determine the significance of the differences in the forest cover types between two
maps, we randomly selected 323 points. The null hypothesis of the test could be
rejected. This result showed that there was no difference in the distributions of
forest cover types between two maps.
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Table 5. The distribution of forest cover type for different maps and the result Chi-square

test
. . Non-
Classification C H M total
forest
Digitized map 123 81 58 61 323
Classified map 96 87 70 70 323
Total 219 168 128 131 646

X? =5.03, p=0.20 (not significant)

5 CONCLUSION

Three conclusions may be drawn from this study: (1) Topographic effect over the
mountainous forests can influence the natural spectral variability and is different for
each feature space. Therefore, this study deals with a Minnaert correction method,
which can be reduced. Howevert, in the estimation of Minnaert constants from field
sample plots, the size of sample plots was not enough to give reliable 4 estimates
and variation within field sample plot data was to large. (2) For forest cover type
mapping, a pixel-wise classification was applied. The pixel values obtained from the
Landsat TM for each field plot point and they were then classified into three forest
cover types based on linked field data. For the application of the pixel-wise
classification, the location of the field sample plot was the main relational factor;
however, the coordinates of field sample plot points from the 3t NFI included
location errors because the locations were marked on topographic maps without
GPS recording. However if the global positioning system (GPS) is used for locating
the field plot points, the errors should be reduced. (3) A minimum size of lha was
used when the interpretation of aerial photographs was performed, while a
minimum size of 0.0625ha was used with the Landsat TM. For this reason, the
coniferous and broadleaved forests on the digitized map were more separated on
the classified map. For obtaining the quality of the forest cover type classification
results, above all, clearer and quantitative definitions are required to classify forest
and non-forest areas and forest cover types within the forest areas. Further, the key
to success is having sufficient field sample data to cover all the variations in
topogtraphic conditions and tree species for each cover type.
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ABSTRACT

Mountainous tropical landscap!¢es where agriculturally used areas border on natural
vegetation are often very fragmented and include many different types of land
cover. In addition, the natural and semi-natural land cover types usually do not
occur in discrete units, but with gradual transitions between them. In this study,
high spatial resolution IKONOS data are used to map the vegetation of a protected
mountain forest area and of the reserve’s buffer zone in the Dominican Republic’s
Cordillera Central. Texture parameters calculated in 15 m X 15 m moving windows
are used as input to the classification in addition to the 4 band multispectral
information. Given the fragmented nature of the study area, the ‘hard’ classification
accuracy is impaired by the fact that there are land cover ambiguities which tend to
increase in the vicinity of land cover boundaries and in transitional areas. The spatial
distribution of classification uncertainty is analyzed using the a posteriori probabilities
of a maximum likelihood classification result. Areas of low a posteriori probability
occur mostly along class boundaries. The classification accuracy in areas not close to
class borders is compared to the accuracy values derived using reference points
distributed over the whole study atea, for classifications with and without textute
parameters. It is shown that the texture parameters, although improving the overall
classification accuracy, impair the accuracy in boundary regions. This is because
pixels in the texture band contain information from the whole 15 m X 15 m
window, a relatively large area compared to the 4 m resolution of the IKONOS
multispectral bands. Classification ambiguities should be distinguished from
absolute misclassifications. One way to do this is fuzzy accuracy assessment. The
fuzzy accuracy is significantly higher than the ‘hard’ accuracy value.

Keywords: High spatial resolution satellite data, Land cover mapping, Accuracy,
Fuzzy, Boundary effects, Tropical mountain vegetation.

1 INTRODUCTION

In mountainous tropical landscapes where agriculturally used areas border on
remaining mountain forests and semi-natural vegetation types, the land cover
pattern is typically very fragmented. Many different land cover types form a mosaic.
Contiguous areas of one land cover type can be very small, like for example the
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narrow bands of riparian forest left in otherwise deforested areas, or the fields of
small farms.

Low and medium resolution satellite data of such heterogeneous areas contain a
large proportion of mixed pixels, preventing the accurate separation and mapping of
land cover classes. Increasing the spatial resolution reduces the proportion of pixels
on the boundary between class areas and would solve the problem for internally
homogeneous land cover types with crisp boundaries. But land cover classes like
agro-forestry or forest types start to appear internally heterogeneous when the
resolution of the imagery is increased, with some pixels representing illuminated tree
crowns, some understorey vegetation, others shadow areas and so on. This lack of
spatial integration of the elements of the target classes poses a new problem for an
automated per-pixel classification. The choice of data and the processing methods
are then a compromise between trying to reduce the within-class variability (e.g. by
spatial integration of small pixels) and trying to reduce edge effects in the form of
pixels containing information about more than one target class [1].

A challenge in any classification of natural and semi-natural vegetation classes is
the lack of crisp boundaries. Conventional ‘hard’ supervised classification
techniques assume that the classes are exhausttively defined and mutually exclusive,
so that each pixel belongs to one and only one of the pre-defined training classes.
However, in the reality of land cover classification, and in particular in the
classification of natural vegetation with remote sensing, there are several sources of
uncertainty.

Firstly, there are ambiguities on the ground. Natural vegetation often does not
occur in discrete spatial and thematic units. Instead, it may vary continuously
according to environmental gradients, leading to gradual transitions between the
defined classes (vegetation types) with broad areas of high ambiguity in the
transition zones. Another source of uncertainty is the fragmentation of land cover
types or environmental heterogeneity, i.e. the inclusion of small areas of one land
cover type in another type [2]. There are also temporal continua, e.g. a secondary
succession starting with a mainly herbaceous land cover, which develops first into a
shrub-dominated land cover, then into a secondary forest and finally a mature
forest. This entails that there are stages in the succession when the land cover is in a
transitional stage between the defined land cover types of a classification scheme. In
addition, some classes may contain common elements (two forest types could for
example share a tree species or the same kind of understorey vegetation). If such
similar classes occur adjacent to each other, the boundary between them will be
more vague than for classes with larger differences in their definitions. Numerical
thresholds in the definition of land cover classes (like percent crown cover) atre
idealisations of the natural world. If we define open forest as forest with a crown
cover below 60 % and then encounter a forest area with around 60 % crown cover,
it will be impossible to determine a definite boundary line between open and closed
forest which all interpreters would exactly agree on.

Secondly, there are inherent uncertainties in the remotely sensed data which
impede a direct, unambiguous link between the data and the type of the land cover.
The limited spatial resolution leads to the possibility of class mixtures within one
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pixel. Limits in the spectral resolution and signal to noise ratio of the sensor,
together with spectral similarities between different land cover types, can cause it to
be impossible to differentiate some land cover types with the measurements
provided by a sensot.

Due to all these factors, it is often not possible to assign every image primitive to
exactly one correct class, even if the data processing methods, the training data and
the classifier used are all optimal. Moreover, sometimes it would indeed be more
appropriate to assign an image primitive partially to several classes, for example if it
is a mixed pixel, or if the land cover (represented by the measurement) is in a
transitional zone or a transitional stage between the pre-defined classes.

In the object-oriented (GIS) context, two types of uncertainty are distinguished:
attribute ambiguity (uncertainty about the thematic class to which objects or image
primitives belong) and spatial vagueness, i.e. uncertainty about the location of object
boundaries [3]. In a raster-based classification, both types are closely interlinked [4].
Attribute ambiguity —as far as it is due to the similarity of adjacent land cover types,
gradual transitions between land cover types or uncertainty in labelling mixed pixels
at class borders — leads to uncertainty about the location of boundaries between
classes. Ambiguity tends to decrease with distance from boundaries [2].

One way to take account of ambiguities in a classification is to use soft
classifiers. In contrast to hard (or ‘crisp’) classifiers, they are not limited to labeling
one class as true and all others as false. Fuzzy classification [5] takes uncertainty into
account by permitting partial membership to a class. Every image primitive is
assigned a membership value in the range of 0 and 1 to every class, with 0 denoting
no membership and 1 denoting certain membership. This allows for ovetlaps
between classes, ie. image primitives belonging to more than one class
simultaneously. Soft classifications can also be produced by ‘softening’ the output of
‘hard’ classifiers [6]. In a maximum likelihood classification, instead of only assigning
a pixel to the class of maximum likelihood in a binary decision, the next most likely
classes can also be retained in additional output channels, or the a posteriori class
probability can be calculated and used as a measure of the relative strength of class
membership [5, 7, §].

Nevertheless, for the production of a vegetation map, it is usually seen as a
practical necessity to classify the vegetation into a number of discrete vegetation
types and to depict the class areas on the map with discrete boundaries. Even the
results of soft classifiers are usually ‘defuzzified’ to produce standard land cover
maps showing just the most likely class for every point (instead of a separate map
for every class, showing its probability or membership distribution over the whole
area).

There are also approaches to ‘soften’ the accuracy assessment of ‘hard’
classification results, taking account of the fact that not every classification error is
equally serious and that not every pixel belongs to one and only one of the target
classes. A fuzzy accuracy assessment method for a hard classification is described in
[6]. The authors use five linguistic grades to gradually differentiate between
‘absolutely right’ and ‘absolutely wrong’. So for one testing point, the fuzzy ground
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truth could for example pronounce one class to be a ‘good answer’ and another
class ‘reasonable or acceptable’.

2 STUDY AREA AND DATA

2.1 THE SCIENTIFIC RESERVE EBANO VERDE AND ITS
SURROUNDINGS

The Dominican Republic is a mountainous tropical country with an accordingly
diverse natural vegetation, but most of its natural forests have been lost during the
20 century. In the eastern Cordillera Central, the Scientific Reserve Ebano Verde
was established in 1989 to protect one of the last remaining areas of Didymopanax
tremulus - Magnolia pallescens cloud forest, because the endemic tree Magnolia pallescens
(ébano verde) was threatened by extinction. The reserve covers only 29 km? and an
area around it is assigned as a buffer zone. Most of the reserve is covered by cloud
forest (which is more or less degraded due to past timber extraction). This cloud
forest grades into Prestoea montana palm forest in some wet valleys in the eastern part
of the reserve. Broadleaved riparian forest grows along most of the streams outside
the palm forest area. Previously deforested areas mainly in the western and south-
western reserve have been reforested with pine trees since 1972, resulting in some
dense pine plantations in addition to a small area of natural pine forest on a dry
slope in the westernmost reserve. Most pine plantations, having been left untended
after the sowing, have been invaded by broadleaved species. A secondary forest has
developed in these areas where Brunellia comocladifolia and other broadleaved pioneer
species are mixed with some remaining pine trees and the development is toward
the regeneration of a cloud forest or, below the cloud zone, a humid evergreen
broadleaved forest. Areas where the tree layer has been disturbed either by man or
by hurricanes are covered by fern (calimetales) 9).

The 18.4 km? study area includes most of the reserve together with some of the
buffer zone to the west of the reserve. The area outside the reserve is mostly
deforested, with the exception of riparian forests along the creeks and some pine
trees. Crops like beans are cultivated on steep slopes, grassland areas are used as
pasture, and there are some small areas of agroforestry. Matorral (shrubland) has
developed on formerly agriculturally used areas, especially on both sides of the
reserve’s border. The classification scheme (table 1) tries to assign all land cover
types of this area to 13 separate land cover classes.

Table 1. Land cover classes in the study area.

Class Description

Dense pine forest | Pine dominated forest with over 60 % crown cover (mostly
plantations)

Open pine forest | Pines with 25-60 % crown cover, herbaceous layer usually consisting

of ferns and/or grasses (this includes groups of remnant mature pine
trees in agriculturally used areas)

Cloud forest Montane broadleaved cloud forest of the Didymopanax-Magnolia type,
partly disturbed by past logging activities

Secondary forest Natural regeneration of a broadleaved forest, pioneer broadleaved
species sometimes mixed with pine trees, undergrowth usually fern
dominated
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Palm dominated Edaphic forest type dominated by the palm tree Prestoea montana

forest

Broadleaved Evergreen broadleaved riparian forest (some small remains of non-

riparian forest riparian humid broadleaved forest are also assigned to this class)

Matorral) Areas with over 25 % shrub cover, besides ferns and grasses, tree
crown cover below 25 % (in most cases no trees at all)

Calimetal Areas dominated by the fern Dicranopteris pectinata, sometimes with a
proportion of other fern species, with no or very few emerging shrubs
and trees

Agroforestry Crops (mostly coffee and bananas) with shade trees

Grassland Herbaceous vegetation cover, mostly grasses, also ferns (but not

dominated by Dicranapteris pectinata), combined coverage of shrubs and
trees below 25 %

Crops Cultivated agricultural areas, mostly beans, no shade trees

Bare ground No or very sparse vegetation cover (roads, landslide scars, river bars,
agricultural areas with seasonal lack of vegetation cover)

Water Open water (river)

2.1.1 Causes for ambiguities between the target classes

The land cover of the study area is very heterogeneous with many gradual spatial
transitions between the defined classes, for example between the classes cloud forest
and palm dominated forest, where the proportion of palm trees in the cloud forest
increases gradually, or between open pine forest and matorral. Temporal transitions
(succession) occur between matorral and secondary forest and several other class
pairs (Fig. 1). An example for the inclusion of small areas of one vegetation type
within another type are the calimetal patches in the cloud forest and secondary forest.
The fragmented land cover mosaic with many small contiguous class areas (e.g.
narrow bands of riparian forest, small patches of agroforestry) leads to a high
percentage of the total area being close to some class border. In medium resolution
satellite data (like Landsat with 30 m spatial resolution) this would lead to a very
high percentage of mixed pixels.

2.2 HIGH RESOLUTION SATELLITE DATA

The remote sensing data used in this study was acquired on April 19, 2001 by the
IKONOS-2 satellite. The IKONOS sensor records four channels of multispectral
data (three in the visible and one in the near infrared) at 4 m resolution and one
panchromatic channel at 1 m resolution. The high resolution of the data reduces the
proportion of mixed pixels. On the other hand, the high resolution pixels fail to
integrate the elements of some classes, patticularly forest classes.
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Figure 1. Diagram of causes of ambiguities between class pairs in the study area.

3 METHODS

The image processing methods used to prepare the IKONOS data sets which were
used as classification input are described in [1]. In short, to increase the within-class
homogeneity, the 4 m resolution pixels of the IKONOS multispectral channels were
spatially integrated (made to include information from neighbouring areas) using
mean filters, and the spatial integration of several pixels, among other things. The 1
m resolution panchromatic channel was used as the basis for the calculation of
texture parameters. GLCM (grey level co-occurrence matrix) texture parameters
were calculated using the grey values in a 15 m X 15 m moving window. Calculating
the texture from the values in a moving window leads to boundary effects in the
resulting texture images in the form of between-class texture when the window
includes the areas of more than one class.

Different combinations of 4 to 7 of the resulting spectral and textural data
channels were used as input to a maximum likelihood classifier. The classification
results were then mode filtered as an additional measure of spatial integration. Mean
filtering of the multispectral channels and the inclusion of texture channels were
shown to lead to significantly improved classification results [1].

3.1. SUPERVISED CLASSIFICATION AND A POSTERIORI
PROBABILITIES

For each data set with » channels, training areas were used to estimate M, the #-
dimensional mean vector of class 7, 2, the covariance matrix for class 7, and ||,
the determinant of the covariance matrix for class 7z The class bias Bj was left at its
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default value of 1 except for the classes ‘water’, ‘crops’, ‘agroforestry’ and ‘bare
ground’, which cover only small proportions of the study area and which were
overrepresented in classifications when their bias was 1. For these classes, the class
bias was reduced to 0.1. The bias values are used to calculate the a priori probability
P; for each class [10]. This weighs the other classes in favour of the classes with
reduced prior probabilities in the classification.

P = i, where Z B, is the sum of biases for all 7 classes used in the
i B i1
=i
classification. 1
The resulting class signatures are used as input for a maximum likelihood
classification (MLC). The MLC algorithm calculates a discriminant function Gj(X) as
an expression of the relative likelihood that the pixel or observation X (an #-
dimensional measurement vector) belongs to class 7 Gj(X) is based on the log of the
multivariate Gaussian probability density function P(X|7), modified by a term
accounting for the prior probability of the class. P(X|z) is the probability that the
observation X will occur, given that it belongs to class / (under the Gaussian
assumption). For each pixel X, Gj(X) is calculated for all classes, and the pixel is
assigned to the class for which the value of Gj (likelihood of membership) is highest.
No null was class created, so all pixels were assigned to the most probable class. In
one case, two additional output channels were generated receiving the classes for
which the G;j value was second and third highest.

The a posteriori probability denotes the relative probability of a class assignment
on the assumption that the pixel area does belong to one of the training classes. If
these probabilities were calculated for all classes, they would sum to 1 [8, 10]. A
posteriori probabilities were calculated for some of the classifications. These values
can be calculated for the most likely class (the class to which a pixel measurement
was assigned by the maximum likelihood classifier), but also for the second and
third (etc.) most likely classes. The a posteriori probability P(7|X) is the probability of
class 7, given the measurement vector X. It is calculated from the a priori probability
P; and the probability density function P(X|7), using Bayes’ theorem.

P(ix):P(P)E)i))P‘ @)

where P(X) is the ‘mixture density function’ for all 7 classes:
P(X)=>_P(X[ip-
i-1

3.2. HARD AND FUZZY ACCURACY ASSESSMENT

For the accuracy assessment, 900 points were distributed over the classified eastern
test area using stratified random sampling. The random distribution means that
many of the sample points were situated close to borders or in transitional areas.
Not all the sample sites had been visited on the ground. (Some parts of the study
area, particularly in the Scientific Reserve Ebano Verde, were not accessible on the
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ground.) The land cover classes of 583 of these 900 sample points could be
determined using a combination of the knowledge and data collected on the ground
during field work and visual interpretation of the IKONOS image itself (using
several channel combinations, including pan-sharpened, for the display) and of
recent oblique and historical vertical aerial photographs.

For the ‘hard’ accuracy assessment, only one ‘correct’ class was assigned to each
sample point, even if the point was located in a transitional area. If for example
shrubs had started to grow in a grassland area, a decision was made to assign the
sample point to either the grassland or the matorral class. For the classification of
one data set, the reference sample for the accuracy assessment was ‘fuzzified’ by
reassessing the pixels which had been labeled as misclassified in the hard accuracy
assessment according to the linguistic scale presented in Ref. 6. For each reference
point in the subset, all classes were assigned discrete levels of class membership
between 1 and 5, according to the following description:

“(5) Absolutely right. No doubt about the match. Perfect.

(4) Good answer: Would be happy to find this answer given on the map.

(3) Reasonable or acceptable answer: Maybe not the best possible answer but it is
acceptable; this answer does not pose a problem to the user if it is seen on the map.

(2) Understandable but wrong |...]

(1) Absolutely wrong” [0].

Classes with scores of at least 3 (at least acceptable answers) were then counted
as ‘right’ for the reference point. This made it possible to calculate a fuzzy overall
accuracy, i.e. the percentage of pixels for which the classified value matches at least
one reference class with a score between 3 and 5. So instead of determining one
‘best’ class to every reference point, the fuzzy accuracy assessment makes it possible
to count several classes as acceptable, e.g. both grassland and matorral in the rough
grassland areas where small shrubs are starting to appear among the ferns and
grasses, or both secondary forest and calimetal, if the testing point is located near the
border of a calimetal patch within a secondary forest area.

3.3. ASSESSING THE CONTRIBUTION OF BOUNDARY
EFFECTS ON CLASSIFICATION ACCURACY

To test the amount of error introduced by mixed pixels and by edge effects in the
texture data, all reference points closer than 12 m to a land cover boundary (as
interpreted in the pan-sharpened IKONOS image) were deleted from the test
sample, reducing it to 333 points. This should eliminate those testing pixels for
which the texture values calculated in a 15 m X 15 m window are likely to be
influenced by between-class texture. Accuracy assessments for the classification
results obtained with different data sets (4 m resolution with and without textute
parameters, low-pass filtered multispectral data, and resolution reduced to 12 m)
were conducted with this set of reference points and the overall accuracies were
compared to those produced with the complete set of 583 points.

4 RESULTS

The best overall classification accuracy was achieved with a data set consisting of
four 3X3 mode filtered IKONOS multispectral channels and three texture channels.
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The 7X7 mode filtered classification result had a ‘hard’ classification accuracy of
70.4 %.

4.1. A POSTERIORI PROBABILITIES

For the maximum likelihood classification of the above-mentioned spectral-textural
dataset, the a posteriori probability of the most likely class (PP1) has a mean value of
0.77. The mean a posteriori probability for the second most likely class (PP2) is 0.15.
The mean a posteriori probability for the third most likely class (PP3) is only 0.04.
This indicates that, from the standpoint of a posteriori probabilities, there are usually
no more than two classes for which assighments would be probable to a substantial
degree.

If we look at the spatial distribution of PP1, a posteriori probabilities of 0.98 and
more (white areas in figure 2) can be found in the core areas of classes, particularly
in the contiguous cloud forest areas in the east of the study area, some pine
plantations and in the river (because of the good spectral separability between water
and other classes). The @ posteriori probability is #0.66 for 31 % of the classified
pixels. These low a posteriori probabilities occur mostly along class borders, in areas
affected by spectrally mixed pixels and between-class texture effects and in areas of
transition between different land cover types (i.e. chosen information classes) or
with a small scale mix of land cover types.

A map display where only the classes of areas with a posteriori probabilities above
0.66 are depicted in colour while uncertain areas are left white does not necessarily
give the user less information than a ‘complete’ map, because many of these white
areas are obvious areas of boundaty uncertainty.

As the a posteriori probability is not directly proportional to the Gaussian density
function, there are a few cases (3 % of the pixels) where the a posteriori probability
for the second most likely class (according to MLC) is higher than the a posteriori
probability for the most likely class. This shows that the class to which a pixel was
assigned by MLC does not in all cases have the highest a posteriori probability. The
difference between the a posteriori probabilities of the two most likely classes could
be used as another indicator of classification certainty. In a digital classification
output (e.g. in a Geographic Information System), areas where ‘PP1 minus PP2’ is
below a specified value could be annotated with a warning, offering information
about the second most likely class (according to MLC) as an alternative class
assignment.
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Figure 2. A posteriori probability for the class assigned in a maximum likelihood
classification of the study area. Light areas indicate high a posteriori probabilities, dark grey
areas indicate low @ posteriori probabilities. Black areas are unclassified.
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4.2. THE INFLUENCE OF BOUNDARY EFFECTS ON
CLASSIFICATION ACCURACY

When only testing points located more than 12 m from a land cover class boundary
are retained while the others are eliminated, only 57 % of the original reference
points (333 of 583) are left. This is an indicator of the high land cover diversity and
heterogeneity of the landscape of the study area. Eliminating testing points close to
boundaries from the accuracy assessment leads to markedly higher overall accuracies
for all data sets (table 2). The smallest improvement was 5.5 % for the 4 m
resolution multispectral data without any form of spatial integration. For spatially
integrated data sets and data sets including texture channels, the boundary effects (as
indicated by the difference in classification accuracy between the complete area and
only areas away from boundaries) increases. In most cases of spatially integrated
data sets, the difference to the overall accuracy values estimated with the full set of
reference points was above 8 %. The overall accuracy estimated with the reduced set
of reference points reached 79.0 % for the 5X5 mode filtered MLC result of the
mean-filtered spectral-textural data set.

The fact that a disproportionate part of the errors occurs close to class
boundaries demonstrates the detrimental effect of mixed pixels and other edge
effects on classification accuracies. The results also indicate that such edge effects
are relatively minor in the multispectral 4 m resolution data without spatial
integration, while spatial integration and the inclusion of texture data augment the
proportion of errors caused by edge effects. When texture parameters are part of the
classified data set, the between-class texture caused by the texture calculation in 15
m X 15 m windows adds a major edge effect to the mixed spectral signal of the 4 m
resolution multispectral pixels. However, the benefits of the inclusion of spatial
information outweigh the disadvantage of increased edge effects considerably. So it
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is in spite of increased edge effects that significantly better results could be observed
for classification results after the inclusion of spatial information.

Table 2. Increase in overall accuracy [%] when eliminating reference points close to

boundatries.
Data Set
Post- Tkonos ms ch. 1-4,|Ikonos ms ch. 1-4, [Tkonos ms ch. 1-4,|Ikonos ms ch. 1-4,
classification | 4 m resolution 3 GLCM texture 3 GLCM 3 GLCM texture
mode filter parameters, parameters, parameters,
4 m resolution 4 m resolution, |resolution reduced
3X3 mean filtered to 12 m
No filter 55 8.4 7.3 8.5
3x3 6.1 8.0 9.3 9.4
5x5 7.8 9.6 9.7 9.7

4.3. RESULTS OF THE FUZZY ACCURACY ASSESSMENT

Based again on the mean-filtered spectral-textural data set, the fuzzy accuracy (‘right’
value) was estimated to be 76 % for the unfiltered classification result (compared to
61.2 % as estimated with the hard accuracy assessment) and 85 % for the 7X7 mode
filtered result (compared to 70.4 % as estimated with the hard accuracy assessment).
So in the best IKONOS-based map of the study area, about 85 % of the class
assignments are at least acceptable (carrying useful information about the real land
cover in the pixel area and its immediate neighbourhood). The linguistic ratings are
of course rather subjective, but so is the assighment of a ‘best’ class as reference
class for the ‘hard’ reference sample in some cases.

5 CONCLUSIONS

Edge effects boosted by a high landscape heterogeneity and the many occurrences
of gradual transitions between the defined classes in the study area limit the accuracy
which can be achieved in a ‘hard’ classification of the IKONOS data. A
consideration of the land cover as fuzzy helps to differentiate between serious errors
and less serious disagreements between the map and the reference data. ‘Softening’
the output of a maximum likelihood classification yields complimentary information
about the spatial distribution of the map reliability and about possible alternative
class assignments.
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ABSTRACT

The paper addresses the rem!7ote sensing and GIS data requitements for land use
and land cover change research in the Sudano-Sahelian zone. It is argued that there
is a gap of data and information to interlink local-scale studies and environmental
information gathered at coarse spatial resolutions. The dearth of case studies actually
using high spatial resolution remote sensing data points to the severe shortage of
such data and the difficulties to derive biophysical information from even the higher
spatial resolution imagery. The limited data availability is demonstrated for a case
study area in northwest Nigeria. Monitoring of cropland expansion over 34 years
was achieved with dry season data from multiple sensors. The dynamics of the
grazed semi-natural vegetation lands cannot be analyzed retrospectively because the
relevant remotely sensed data or thematic datasets are not available. A land cover
classification was combined with in situ measurements of vegetation cover and
productivity. The results show that cropland expansion and land degradation in the
common access reserves have been overestimated. Available data are often not
commensurate with the textbook requirements for change detection. Despite these
difficulties, the scope of information that can be derived from the existing data is
superior to coarse scale thematic land cover datasets. Case studies provide a spatial
quantification of land cover dynamics at the local scale filling the gap of quantitative
information on vegetation cover and current land use.

Keywords: Sahel, degradation, land use, land cover, change detection, Landsat, data
requirements.

1 INTRODUCTION

It is undisputed that the use of satellite-based remote sensing and geographic
information systems is pivotal for the development-related collection, assessment,
and analysis of data at all scales. This applies to land use and land cover change
research as well as to needs-driven approaches that focus on the inventory,
assessment and mapping of relevant land attributes for planning and/or
community-based natural resource management. However, the theoretical
applicability of the tools is meaningless unless their feasibility in data-poor contexts
like the Sudano-Sahelian zone can be demonstrated for applied research that is
driven by a specific geographical context and the characteristics of change rather
than by the available remote sensing data and algorithms. The objective of this

Proc. 20 Gottingen GIS and Remote Sensing Days, 4-6 Oct. 2006, Gottingen
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paper is to assess the theoretical remote sensing and GIS data requirements for land
use/land cover change research in Sudano-Sahelian landscapes and to discuss
whether the available data are commensurate with those requirements. It is argued
here that actual GIS and remote sensing data availability often makes it necessaty to
deviate from theoretical data requirements. Results from a case study from
northwest Nigeria are summarised to demonstrate the scope of land use change
information that can be derived from available GIS and remote sensing data. Finally,
the paper discusses the importance of local-scale case studies in adverse geodata
contexts and their transferability for improved understanding and projections of
land cover and land use change in the Sudano-Sahelian zone.

2 LAND USE AND LAND COVER CHANGE IN THE
SUDANO-SAHEL AND IMPLICATIONS FOR GIS &
REMOTE SENSING APPLICATIONS

The Sahel proper is the semiarid transition zone between the Sahara Desert to the
north and the subhumid savannas to the south. In bioclimatic terms, the Sahel has
come to include the Sudanian woodlands to the south of the Sahel proper and is
situated approximately between 12° and 18° North. The Sudano-Sahelian zone is
transitional between the Sub-Sahelian sector (550-750 mm) and the northern
Sudanian sector which is bracketed by the 750 and 1000 mm isohyets of annual
rainfall [1]. In the semi-arid Sudano-Sahelian zone, crops and livestock are of similar
importance for livelihoods and agricultural production. Most households are now
engaged in both cropping and livestock-keeping [2]. The competition for land
between food and feed production is driven by demographic dynamics (human
population growth, migration, shifts to a sedentary way of life) and livestock
increase. A substantial transition from pastoral to agropastoral systems and
reduction in fallow land is expected by 2050 [3].

2.1 THE CHARACTERISTICS OF CHANGE

The dominant theme of land use/land cover change in the Sudano-Sahel is
agricultural expansion at the expense of woodland. Annual cropland expansion rates
ranging from 3% to 5.8% (1961-1989) and 1.4% to 4.8% (1984-1997) were observed
in local studies throughout the Sahelo-Sudanian zone [4]. The long-standing debate
about human-induced land degradation in the Sahel is currently dominated by two
interpretations of this land use and land cover change: the land degradation and the
land use transition scenatrio.

The degradation scenario interlinks cropland expansion at the expense of
rangelands with deforestation, and over-exploitation of woodland and rangeland.
Increasing pressure on shrinking rangelands due to rising human and livestock
populations is feared to threaten bioproductivity in the long run through
unsustainable use of vegetation and soils [2],[5]. In contrast, the long-term land use
transition scenario interprets changes in farming practices and natural resource
management as responses of Sahelian peoples to intensifying environmental stress
and climatic risk. One of the main characteristics of this change is the transition of
uncultivated woodland to farmed parklands and, ultimately, intensive farming
systems, through agricultural intensification of smallholder farming systems [0]. It
has been reported that bioproductivity in terms of plant biomass (kg dry matter ha'!)
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does not necessarily decline due to this land use and land cover change, but that
farmers may produce as much biomass as a natural ecosystem under comparable
rainfall [7].

Process understanding and the information base underlying both scenarios has
been established from in-depth studies at the local-scale or at the intermediate scale
between local- and regional scale analysis. In contrast, most geographic information
activities involving the use of GIS and remote sensing data for land use/land cover
change research in the Sudano-Sahel use coarse spatial resolution data for analysis at
the regional- and the continent-wide scale [8],[9],[10],[11]. Results of coarse scale
studies reflect the complexity of land change and the synchronous development of
negative and positive vegetation anomalies [12]. Recently, even an increase in
seasonal greenness over large areas of the Sahel has been observed [8] and a
positive, human-induced change superimposed on the climate trend is suggested

[13].

Both research approaches ate driven by the question how human management
has changed vegetation cover in the past decades and how it will impact vegetation
cover in the future. Remotely sensed data are important information sources as they
provide synoptic views, extensive and repeated area coverage. The local-scale
approaches need upscaling, and the long-term observations with coarse resolution
data require downscaling, and the spatial quantification and description at the local
scale. Land cover changes affecting the ratio of cultivated land (crop production) to
uncultivated land (livestock production, rangeland, fuelwood extraction) are of
primary interest, they can be monitored by remote sensing and they express the
processes of land use change. The impact of resource use pressure on shrinking
rangelands is another focus. This leads to the central data requirements for GIS and
remote sensing applications and their deliverables: (1) an inventory of cropland and
rangelands, and multitemporal data to monitor the gain of extensive agriculture at
the expense of rangeland; (2) multitemporal data on the state and dynamics of
rangeland; and (3), thematic land cover data.

2.2 DATA REQUIREMENTS

The fine-grained Sudano-Sahelian landscape is a complex of diverse
micro-environments with heterogeneous vegetation cover, plant conditions and
exposed soil types. Spectral heterogeneity results from low vegetation cover, spectral
ambiguity and mixed pixels. Therefore, the spectral, seasonal and thematic
characteristics of croplands and rangeland are of particular interest with respect to
mapping, inventory and change detection.

2.2.1 Remote sensing data for mapping land use and land cover

The mapping of agricultural land use is complicated due to small field sizes, low
vegetation cover within and outside croplands and spectral similarities between
fallows and cropland [14],[15]. The crop phenological cycle and the practice of
intercropping influence the spectral variability of croplands. A variety of crop
species at different stages of development is intercropped in the individual fields.
Harvest of the different crop species starts in August and ends in late November [1].
This is exacerbated by the fact that different land covers are associated with the
thematic land use class “cropland” and these covers have different spectral
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signatures. Cropland may consist of abandoned cropland, recently cleared cropland,
crop-fallow-cycle, and permanently cultivated land [1],[6].

Measured in terms of the Normalized Difference Vegetation Index (NDVI), the
heterogeneity of vegetation response in the Sudano-Sahelian zone is lowest during
the time of highest vegetation development at the end of the wet season
(September) or during the dry season when vegetative growth ceases (December to
Apri