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The heterogeneous structure of synaptic vesicles isolated from rat brain is inve-
stigated considering solution small-angle x-ray scattering data in combination 

with data obtained by cryogenic electron microscopy, dynamic light scattering and 
biochemical analysis. Overall low resolution structural models of the entire func-
tional synaptic vesicle are proposed, elucidating details on the density profi le of 
the membrane, including contributions from the lipids and the proteins, as well 
as addressing the average conformation and overall lateral organization of pro-
teins in micro-domains on the average synaptic vesicle under quasi-physiological 
conditions. Entropic contributions to free energy due to possible protein cluster 
formation and disintegration on the synaptic vesicle are investigated. Further, cell 
free fusion systems are characterized employing dynamic light scattering and ap-
plicability of small-angle x-ray scattering is considered for investigating membrane 
fusion processes.
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1 Introduction

The complex higher functions of the central and peripheral nervous systems are in-

timately related to the signaling of neurons and the information flow in the spatially

organized, complex neuronal circuitries. The entire human neuronal network consists

of about 1010 to 1012 neurons1 (2). Typically, each of these neurons forms about 103

chemical synapses2 (3), connecting the neuron to other cells, or back to itself. The

presynaptic terminus at each chemical synapse typically contains about 103 synaptic

vesicles (4), small membranous organelles, typically encapsulating in the order of 103

to 104 neurotransmitter molecules in their interior (4).

On a sub-cellular and molecular level, the understanding of the processes related to

neuronal signaling is intimately related to the elucidation of the processes of mem-

brane merger and budding in intracellular membrane trafficking in neurons (5, 6), and

in particular to the fusion of synaptic vesicles with the plasma membrane leading to

exocytosis of neurotransmitter molecules at chemical synapses (7).

The basic physical principles of molecular interactions, surface forces and curvatures

governing membrane merger and budding (8) are directly related to the dynamical self-

assembly of macromolecules, including lipid molecules and a multitude of different

proteins, into highly complex structures, such as membranes, vesicles, micelles, mi-

croemulsions or complex aggregates, both in vivo and ex vivo (9).

Figure 1.1 illustrates a chemical synapse, a unidirectional communication channel al-

lowing the presynaptic cell to signal the postsynaptic cell. Upon arrival of an action po-

tential through the neuronal axon of the presynaptic cell, synaptic vesicles fuse [Ca2+]-

dependent with the plasma-membrane, releasing their neurotransmitter content into

the synaptic cleft. The neurotransmitter molecules diffuse to the postsynaptic cell and

are recognized on the surface of the postsynaptic cell by receptors, leading either to

excitation via the generation of an action potential in the postsynaptic cell, or to the

inhibition of the postsynaptic cell by hyperpolarization. Synaptic vesicle components

are recovered from the plasma membrane by clathrin-dependent neuronal endocyto-

sis. The synaptic vesicle eventually refills with neurotransmitter and can participate in

a new round of neuronal exocytosis.

Figure 1.2 illustrates some important molecular processes in the fusion of the synap-

tic vesicle with the plasma membrane of the presynaptic cell (11, 12). Neuronal ex-

ocytosis is mediated and controlled by the SNARE3 proteins synaptobrevin 2 (black),

anchored in the synaptic vesicle membrane, syntaxin 1 (cyan) and SNAP-25 (green),

both anchored in the plasma membrane of the presynaptic cell. SNARE proteins com-

prise a superfamily of small membrane-bound proteins, sharing a common SNARE-

motif. The current model of synaptic vesicle fusion (13) implies that the SNARE-motifs

of synaptobrevin 2, SNAP-254 and syntaxin 1 assemble into elongated four-helix trans-

complexes, connecting the membrane of the synaptic vesicle with the plasma mem-

1 The number of stars in the Milky Way galaxy is estimated to be of about the same order of magnitude (1).
2 In humans, chemical synapses outnumber electrical synapses by far (2). Thus we neglect the number of

electrical synapses here.
3 Acronym derived from Soluble N-ethylmaleimide-sensitive factor Attachment protein REceptors.
4 Synaptosomal-associated protein
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Figure 1.1: The synaptic cleft separates the plasma membranes of the presynaptic and

postsynaptic cells. Continued transmission of electric nervous impulses is me-

diated via the release of a neurotransmitter (red circles) by the presynaptic cell,

its diffusion across the synaptic cleft, and its binding to specific receptors on the

plasma membrane of the postsynaptic cell. Simplified model sketch, adapted

from (3).

Syntaxin 1

Synaptobrevin 2

SNAP-25

SNARE regeneration trans-complex formation cis-complex formation

Synaptic
vesicle

NSF
-SNAP

ATP
α

Figure 1.2: On a molecular scale, SNARE proteins mediate and control the fusion pro-

cess of synaptic vesicles with the plasma membrane of the presynaptic cell upon

neuronal exocytosis, as detailed in the text. Simplified model sketch, after (10).
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brane. The energy barrier separating the membranes may be overcome by the energy

provided by the progressing assembly process, initializing fusion. After fusion of the

membranes, the formed complexes are aligned parallelly in the plasma membrane

of the presynaptic cell (cis complexes). NSF5 and SNAPs6 disassemble the cis com-

plexes under ATP7 consumption, reversing the assembly processes and regenerating

the SNARE proteins for an other round of fusion.

The synaptic vesicle as a key player in neuronal exocytosis has been investigated and

physically characterized by employing a multitude of analytical techniques including

cryogenic electron microscopy, scanning transmission electron microscopy, and flu-

orescence correlation spectroscopy. The stoichiometry of individual constituent pro-

tein and lipid molecules has been addressed by biochemical analysis. Further, x-ray

crystallography elucidated structures of several proteins found on the synaptic vesicle.

Recently, the enormous progress in this field culminated in a molecular model of the

entire average synaptic vesicle isolated from rat brain (14).

However, we still lack detailed empirical data on the structure of the entire synaptic

vesicle elucidating details on the density profile of the membrane, including contri-

butions from lipids and proteins, as well as addressing the average conformation and

overall organization of proteins on synaptic vesicles under quasi-physiological condi-

tions. Such structural information may contribute to describing and understanding

the processes of membrane fusion, retrieval and recycling related to neuronal exocy-

tosis, and to membrane trafficking in eukaryotic cells in general.

Based on these considerations and works, the aim of this thesis is

(i) to contribute to the understanding of the synaptic vesicle (SV) structure, and to

the understanding of the processes of neuronal exocytosis and endocytosis, promi-

nent examples of membrane trafficking in cells, (ii) to prepare and to characterize

samples of SVs isolated from rat brain suited for investigation by small-angle x-ray

scattering (SAXS), and to record solution SAXS data from SV dispersions under quasi-

physiological conditions, (iii) to develop structural models for SVs, to calculate the

corresponding scattering form factors, and to optimize and to falsify these form fac-

tors against experimentally determined scattering curves from SVs, (iv) to contribute

to the understanding of fusion pathways by developing new approaches for structural

investigation of cell free fusion systems.

Sections of the thesis are partly based on manuscipts which will be or have been pub-

lished elsewhere, as indicated in detail below. The thesis is organized as follows:

Chapter 2 introduces the SV as model trafficking organelle, presents the molecular

inventory of SVs, and describes a purification protocol for the isolation of SVs from

rat brain (15). The purity of the SV dispersions obtained from the isolation protocol

is characterized by cryogenic electron microscopy (cryo-EM) (15), and dynamic light

scattering (DLS) (16), and are further purified by asymmetric-flow field-flow (AFFF)

fractionation (16). Further, the preparation of samples for x-ray scattering experiments

is addressed (15, 17).

5 N-ethylmaleimide-sensitive factor
6 Soluble NSF Attachment Proteins
7 Adenosine triphosphate
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Chapter 3 presents results of synchrotron-based small-angle x-ray scattering measure-

ments under quasi-physiological conditions from dispersed SVs isolated from rat brain

(15, 17). Aggregation and strong interaction potentials between SVs are excluded.

Chapter 4 discusses different model independent and model dependent approaches

to model SAXS curves. Different isotropic and anisotropic SV models are developed

and corresponding scattering form factors are calculated (15, 17). Subsequently, the

form factors are least-squares fitted to SAXS curves (15, 17). All investigated isotropic

form factors are falsified (15, 17). Two anisotropic form factors are presented which

are in excellent agreement with SAXS data, cryo-EM observations, biochemical data

and DLS data (15, 17). The SV size polydispersity distribution, and the electron density

profile of the protein decorated SV bilayer is given on an absolute scale with no free

prefactors (15).

Chapter 5 presents an evaluation and discussion of the optimized form factor mod-

els (15, 17). The optimized parameter values of the model form factors are indicative

of larger protein clusters on the SV membrane (15, 17). Possible model dependencies

and ambiguities are addressed (15, 17). Entropic contributions to the free energy due

to protein cluster formation and disintegration on the SV is investigated by calculating

the entropy of a microcanonical SV model.

Chapter 6 presents work on a cell free fusion system, employing SVs and proteo-lipo-

somes with reconstituted SNARE proteins (16). The capabilities of using DLS to quan-

tify fusion processes is assessed (16). A SAXS Gedankenexperiment is considered, and

calculated scattering curves of fused SVs and proteo-liposomes are presented and dis-

cussed (18).

Chapter 7 finally summarizes the results and presents the conclusions (15–18).
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This chapter introduces the function and molecular inventory of SVs, and describes

the methods to isolate and assess the purity of SVs from rat brain. These techniques al-

low to prepare samples of dispersed SVs under quasi-physiological conditions, suited

for investigation by solution SAXS experiments. The SV is characterized as a trafficking

organelle, the key player in neuronal exocytosis, a temporally and spatially highly con-

trolled process (Section 2.1). Details of the biochemical composition of SVs, including

lipid and protein inventory, have been elucidated in recent years (Section 2.2). A pu-

rification protocol (Section 2.3) of SVs from rat brain has opened up numerous possi-

bilities to investigate native SVs ex vivo. The purity (Section 2.4) of the obtained SV dis-

persions is investigated and characterized by cryo-EM (Section 2.5) and DLS (Section

2.6). Finally, the preparation of samples for solution SAXS experiments is described

(Section 2.7).

2.1 Trafficking Organelle

Synaptic vesicles (SVs) are secretory trafficking organelles that store neurotransmitter

in presynaptic nerve endings (14). When an action potential arrives in the nerve ter-

minal, the plasma membrane is depolarized leading to the opening of voltage-gated

[Ca2+] channels in the plasma membrane. The accompanying rise in intracellular

[Ca2+] leads to the fusion (exocytosis) of the synaptic vesicles with the plasma mem-

brane, resulting in the release of neurotransmitter. Following exocytosis, SV membrane

is recovered by endocytosis and used to reform vesicles which are then refilled with

neurotransmitter molecules and used for a subsequent round of exocytosis (19). As

the SV is the only constant during this cycle, it must be able to co-ordinate the pro-

cess (15).

2.2 Molecular Inventory

In a primary approach to understanding SV function, individual proteins on isolated

vesicles were identified and their functions elucidated, such as synaptobrevin which

is the SNARE protein thought to play a role in exocytosis (20). A preliminary analy-

sis of lipid composition was also performed (21). Work from several laboratories over

the years culminated in the recent publication of a molecular model that attempted

to integrate all quantitative data on the protein and lipid composition of the vesi-

cle (14), see Fig. 2.1. The protein contributions included in the model account for

approximately 67.5 % of the estimated total mass of all proteins on the vesicle (14).

Despite these efforts, what is still lacking is an empirical description of SV structure

at the supra-molecular level, which is necessary to fully describe and understand the

processes of membrane fusion, retrieval and recycling. Importantly, such an assess-

ment of SV structure, compatible with more physiological conditions and with higher

(near molecular) resolution, can be effectively cross-validated by these recent, inde-

pendent studies. Unfortunately, the property that allows vesicle purification (small

size) complicates structural analysis. For instance, advanced light microscopy tech-
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A

B

Figure 2.1: (A) Outside view, and (B) section through a molecular model of an aver-

age SV isolated from rat brain, based on space-filling models of macromolecules at

near-atomic resolution. Scalebar 20 nm. Reproduction from (14).
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niques, e.g. photo activated localization microscopy (PALM) (22) or stimulated emis-

sion depletion microscopy (STED) (23), or advanced nanoscale x-ray imaging tech-

niques (24), are at the limit of the spatial resolution required. In contrast, electron

microscopy techniques, such as cryo-EM and quick-freeze deep etch microscopy, can

provide detailed structural information on the conformation of protein (complexes),

but both fail to provide detailed structural information about the lipid environment

of the protein (complex) under investigation. Further, care has to be taken as these

methods are prone to method-specific artifacts. SAXS, on the other hand, is a well-

established technique that has traditionally been used for the ensemble solution struc-

ture of biomolecules (25) or larger, regular shaped structures such as virus capsids (26).

Importantly, the technique is also capable of providing detailed information about

lipid structures and associated proteins, under quasi-physiological conditions. Here

we demonstrate that SAXS is an ideal technique to study the (heterogeneous) supra-

molecular structure of a functional organelle on an absolute scale.

2.3 Purification

Fortunately, the analysis of SVs is simplified by the fact that they can be purified to ap-

parent homogeneity in large quantities, making them amenable to biochemical stud-

ies. This purification is possible because they are very abundant in brain tissue (ap-

proximately 5% of the protein in the central nervous system) and smaller and more

homogeneous in size and shape than most other organelles, allowing the application

of mild size fractionation techniques.

Synaptic vesicles were purified by Matthew Holt8 from rat brain, as described (14),

through differential centrifugation, sucrose density centrifugation and size exclusion

chromatography. While SVs prepared this way are 95% pure (as measured by immuno-

gold electron microscopy for integral SV membrane proteins), some larger membra-

nous structures remain following purification (100 – 200 nm). These particles (less

than 0.9 % of the total number of particles) have a significant influence on the scat-

tering intensity. Analytical tools were developed to account for this (see later). Follow-

ing chromatography, an additional centrifugation step was introduced to allow buffer

exchange and SV concentration. SVs were resuspended in HB100 (in mM; 100 KCl,

1 DTT9, 25 HEPES10, pH 7.40 KOH), and immediately snap-frozen for transportation

to the synchrotron. Importantly, membrane damage due to freeze/thaw was minimal

as judged by the capacity of the SVs to acidify (27). The dry weight of the SV popula-

tion was obtained by measuring the protein mass using a modified Lowry assay and

assuming a constant (10:5:2) ratio of proteins, phospholipids and cholesterol (14). The

resulting SV stock solutions had a protein concentration of about 6 µg /µl .

The purity of the SV samples was subsequently checked and quantified by cryo-EM

and DLS.

8 Department of Neurobiology, Max Planck Institut für Biophysikalische Chemie, Göttingen, Germany
9 Dithiothreitol, (2S,3S)-1,4-Bis-sulfanylbutane-2,3-diol.
10 2-[4-(2-hydroxyethyl)piperazin-1-yl]ethanesulfonic acid



8 Synaptic Vesicles

2.4 Purity Assessment: Shape and Size Polydispersity Characteriza-

tion

To assess the purity of the SV dispersions, the shape of the SVs and the relative size

polydispersity pn(R) of the SV population were measured by cryo-EM on vitrified SV

solutions. To characterize the larger membranous particles, EM tilt-pair images were

taken.

Further, to assess pn(R) under quasi-physiological conditions, and to quantify the con-

tributions from larger trace particles present in the SV samples, DLS measurements

were performed at diluted SV dispersions. Asymmetric-flow field-flow (AFFF) Frac-

tionation was used for further purification of the SV dispersions, effectively eliminating

the contaminant larger trace particles.

2.5 Cryogenic Electron Microscopy

Cryo-EM measurements were performed by Dietmar Riedel11 on vitrified SV solutions

using a Philips Titan Krios (Cs corrected) microscope operating at 300 kV, and equipped

with a FEI Eagle 4k CCD, running in 2-fold binning mode (FEI, Holland). Samples were

vitrified in a fully automated Vitribot Mark IV (FEI) vitrification device for plunge-

freezing of aqueous suspensions providing a tightly controlled sample environment

(temperature, humidity), allowing to avoid cooling and concentration artifacts, often

unavoidable in other freezing methods. Samples were first bound to a glow discharged

holey carbon foil (quantifoil grid), and blotted twice with filter paper for one second at

blot-force 2. Samples are kept at 30◦ C and 97% relative humidity, and subsequently

vitrified and transferred from the vitrification medium into the liquid nitrogen atmo-

sphere. In total, 559 SVs were measured and R was determined by taking the average

of the shortest and longest diameter of the SVs, as measured from bilayer surface to

bilayer surface.

To characterize the larger membranous particles, EM tilt-pair images at 0◦ and 45◦

relative angles were taken with a Philips CM200 FEG microscope and recorded using a

TVIPS 4k x 4k slow scan CCD, running in 2-fold binning mode (FEI). These were used

to assess the sampling error caused by uneven collapse of particles onto the carbon

grid.

Figure 2.2 (A) shows the size distribution pn(R) of SVs as determined by the analysis of

cryo-EM images of 559 SVs. The SV radius R was determined from the diameter of the

SV, measured from bilayer surface to bilayer surface. The most frequently occurring

size is R = 21 nm. The size distribution runs from R = 15 to R = 30 nm, and drops off

asymmetrically with a slower descent towards larger radii than towards smaller ones.

(B and C) show typical cryo-EM micrographs of SVs. Clearly visible are proteins ex-

tending both to the outside and the lumen of the SV, and the characteristic lipid bilayer

structure. No aggregation of SVs was observable by electron microscopy. (D and E)

show typical cryo electron micrographs (tilt pairs) of SVs and larger membranous trace

particles present in the SV dispersions, which seemed to be unavoidable in the purifi-

cation protocol, e.g. due to column bleed. These particles may be formed by larger

11 Department of Neurobiology, Max Planck Institut für Biophysikalische Chemie, Göttingen, Germany
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Figure 2.2: (A) EM size distribution of SVs from rat brain. (B and C) Cryo-EM images of

typical SVs from rat brain. Scale bars 20 nm. (D and E) Cryo-EM tilt-pair images of

SVs and larger membranous trace particles present in the SV dispersions. 0◦ and

45◦ relative angles, scale bars 50 nm. Figure partly adapted from (15).

membrane aggregates, possibly originating from early endosomes or unspecific vesic-

ulated membranes. For further details see (14).

Due to the small number of these larger particles when compared to the number of

SVs, it is practically impossible to precisely quantify the relative contributions from

SVs and the larger trace particles by cryo-EM. However, such an assessment is possible

by using scattering techniques like DLS or SAXS as the contributions to the scattering

signal depend highly non linearly on the particle size.

2.6 Dynamic Light Scattering

Dynamic Light Scattering (DLS) can be employed for detailed characterizations of size

polydispersities of SVs under quasi-physiological conditions, see diploma thesis of

Sarah Schwarz Henriques12 (28). Measurements are fast and economic when com-

pared to cryo-EM, promising to open up the possibility of following the dynamics of

polydispersity distributions in real-time.

We find that DLS autocorrelation curves can consistently be described by a model cal-

culation employing a size distribution function pn(R) obtained by cryo-EM of vitrified

SV dispersions (16).

The size distribution of the native SV preparation contains a second trace population

of larger particles (14, 15). Asymmetric-flow field-flow (AFFF) fractionation is used for

further purification of the SV samples, effectively eliminating the larger contaminant

particles (16). DLS spectra of SV populations can be regularized and inverted, giving di-

12 Institut für Röntgenphysik, Georg-August-Universität Göttingen
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rect access to the size distribution of the SV which is in excellent agreement with cryo-

EM and SAXS data. While the inversion approach works well in the case of SV samples

purified by means of AFFF, it fails to resolve the bimodal size distribution if larger trace

particles are present in the sample. Instead, a mono-modal distribution is obtained,

shifted slightly towards larger radii and showing a somewhat larger width (16).

2.6.1 Autocorrelation Function

For a dilute dispersion of polydisperse spherical particles of hydrodynamic radii Rh

in Brownian motion, g1(τ) is the Laplace transform with respect to the hydrodynamic

radii Rh given by (29)

g1(τ) =
∫

dRh pn (Rh )V (Rh )2 |F (q,Rh )|2 exp

( −kB T

6πηRh
q2τ

)

, (2.1)

with τ the delay time, pn(Rh ) the distribution of particle sizes, V (Rh ) the volume of the

particles, or the particle shells, F (q,Rh ) the normalized form factor amplitudes of the

particles, kB Boltzmann’s constant, T temperature, and η the viscosity of the buffer.

The form factor amplitude Fs (q,Rh ) for a homogeneous sphere of hydrodynamic ra-

dius Rh , calculated within the Rayleigh-Debye-Gans theory, is given by (30)

Fs (q,Rh ) = 3
sin (qRh )−qRh cos(qRh)

(qRh )3
, (2.2)

with q = 4π
λ sin (Θ) the modulus of the scattering vector, Θ the scattering angle, and λ

the wavelength of the incident photons and the elastically scattered photons. For hol-

low spheres of hydrodynamic radius Rh and shell thickness t the form factor amplitude

Fhs (q,Rh ) is given correspondingly by (30)

Fhs (q,Rh ) = Fs (q,Rh )−Fs(q,Rh − t) . (2.3)

Considering that the inverse Laplace transformation of g1(τ) with respect to time is a

well-known ’ill-conditioned’ problem, we choose different approaches to tackle this

problem and to analyze g1(τ) (31).

2.6.2 Data Regularization and Inversion

A nonlinear fit to |βg1(τ)|2 is calculated by using a constrained regularization method

(32–34), employing a CONTIN algorithm (35, 36) in a standard implementation (ALV-

Correlator Software ALV-7004 for Windows, V.3.0.4.5) by ALV GmbH, Langen, Germany.

For the data analysis, several settings are specified within the ALV-Regularized fit setup

of the ALV-Correlator Software. If not indicated differently, the fit model DLS-Expo-

nential (g2(t)) is used, and fit additional baseline as well as enable data weighting is

enabled. Further, single fit with target PROB1=0.5 is selected. The fit range is chosen

to be between 250 ns and 78.6 ms. To estimate the errors of the correlation function

at each lag time, the ALV software uses a theoretical model described in (31, 37, 38).

The particles are modeled as hard spherical shells of thickness 12 nm, as suggested

by the low resolution structure proposed in (15), or as hard spheres (see section 6.3).
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Figure 2.3: (A) DLS data of a native SV ensemble. (B) Intensity weighted distribution

p I (Rh ) (black circles) and size distribution pn(Rh) (full black squares) obtained by

a regularized inversion of the data shown in (A).

Correspondingly, fit for vesicles with r*=12 nm was enabled, or disabled within the

ALV-Regularized fit setup of the ALV-Correlator Software. The result of the inversion

pI (Rh) = pn(Rh)V (Rh)2 |F (q,Rh )|2 is the intensity weighted distribution function, a

measure of the contribution from the differently sized vesicles to the auto-correlation

function. To obtain a size distribution function pn(Rh), pI (Rh ) needs to be corrected

for the particle form factor F (q,Rh) and volume V (Rh ). The calculation of F (q,Rh ) is

performed by modeling the synaptic vesicles as hard spherical shell particles with a

shell thickness of t = 12 nm, or as hard spheres (see Eq. 2.3 and Eq. 2.2, above). As

the roots in F (q,Rh ) would lead to singularities in pn(Rh ), the particle form factor is

smoothed around these points. Both pI (Rh ) and pn(Rh ) are calculated by the ALV soft-

ware. Normalization sets the highest peak to 1.
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Figure 2.3 (A) shows DLS data from a native SV ensemble. A polydisperse size distribu-

tion (Fig. 2.3 (B) was obtained from the data set by a regularized nonlinear inversion

of the intensity correlation function g2(τ)−1. The inversion was performed by the ALV

software, yielding first the intensity weighted distribution pI (Rh ) (black circles). Expe-

rimental errors were estimated by the ALV software according to the theoretical model

described in (31, 37, 38). Correcting for the particle volume and form factor the size

distribution pn (Rh) (full black squares) was then calculated from pI (Rh).

The width and shape of the distribution pn(Rh ) are to some degree influenced by the

regularization. The maximum at 20.9 nm is, however, found to be independent of the

regularization. A second peak at 161 nm arises from the correction for the particle form

factor. Around that radius the form factor takes values close to zero, making it difficult

to determine the relative number of particles within that particular size range.

2.6.3 Direct Modeling

In a direct approach g2(τ) is analyzed by least-square fitting to a model of polydisperse

hard spherical shell particles, undergoing independent (uncorrelated) Brownian mo-

tion, using the lsqnonlin routine of MATLAB Optimization Toolbox (Version 7.5.0.342

(R2007b), The MathWorks Inc.), dedicated to solve nonlinear least-squares problems.

A bimodal size distribution was assumed consisting of a fixed part and a freely varied

Gaussian distributed component. The constant part describes the size distribution of

SV as determined by cryo-EM, shifted by 3 nm towards larger radii to account for pro-

teins on the outer surface of the SV bilayer. The Gaussian distribution accounts for

larger membranous trace particles. A constant shell thickness of 12 nm is assumed for

the particles, in agreement with structural parameters of the protein decorated SV bi-

layer as determined by SAXS (15). Further details on the MATLAB code are given in the

appendix.

2.6.4 Asymmetric-Flow Field-Flow Fractionation

Asymmetric-flow field-flow (AFFF) fractionation is a one-phase chromatography tech-

nique which allows to separate particles of different sizes on the basis of their diffusion

properties(39–41). The dispersed particles travel along a channel with a parabolic ve-

locity profile in the principal flow direction. An additional small perpendicular force

field is applied which drives the particles towards one wall of the flow channel. The

particles exhibit an equilibrium position in the direction of the perpendicular force

field which depends on their diffusion associated with Brownian motion. Thus, the

particles exhibit different travel velocities in the direction of the principal flow. Smaller

particles will reach the end of the channel faster than larger particles, and subsequent

sample fractions containing particles of different sizes can be collected. Importantly,

the sample does not interact with a stationary phase which might degrade or alter the

sample. AFFF is a robust and quick technique, needing only low-sample amounts.

Further, the sample is reusable in other experiments.

For the AFFF fractionation, 10 µl of SV stock solution at a protein concentration of

3.58 mg/ml is diluted in 40 µl AFFF buffer (150 mM KCl, 25 mM HEPES, 0.02 % NaN3
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(sodium azide), pH 7.40), giving a total final protein concentration of 0.72 mg/ml; 30 µl

of this solution is used for each AFFF run. An Eclipse 2 system from Wyatt Technology

is used for the AFFF fractionation with a channel of height 350 µm and length 275 mm.

A precut membrane of regenerated Cellulose (10 kDa molecular weight cut-off) is used.

The Eclipse system is connected to a Agilant 1100 series HPLC pump, and to a Dawn

Eos multi-angle light scattering setup. The channel flow is constantly 1.00 ml/min. The

sample is injected with an inject flow rate of 0.20 ml/min for 1 min, and focused with a

focus flow rate of 3 ml/min for 2 min. Subsequently, the cross flow is set to 0.5 ml/min

and is linearly decreased to 0 ml/min over 40 min. Subsequent fractions are collected

for 60 s each, starting 3 min after the injection of the SV sample, and 8 min after the

initiation of the fractionation procedure. The total duration of one fractionation pro-

cedure is 40 min.

2.6.5 Instrumentation and Choice of Parameters

If not indicated differently, the DLS measurments were performed at SVs dispered in

HB100 buffer (100 mM KCl, 25 mM HEPES, 1 mM DTT, pH 7.4 (KOH)). For the DLS

measurements of SV sample used for the AFFF fractionation, a SV stock solution of

3.58 µg/µl is diluted by a factor of 1000 with degassed aqueous AFFF buffer (150 mM

KCl, 20 mM HEPES, 0.02 % NaN3, pH 7.4 (KOH)), leading to a total protein concentra-

tion of 3.58 µg/ml (28). Collected AFFF fractions are not further diluted for DLS mea-

surements since the fractionation process already leads to a dilution factor of about

1000. The DLS measurement results are relatively insensitive to the exact particle con-

centration of SVs within a relatively large range (28). Effects due to the particle con-

centration on the DLS data have been ruled out by dilution series on a SV preparation

with an initial protein concentration of 3.39 mg/ml, corresponding to a vesicle con-

centration of about (1.98±0.03)×1014 vesicles/ml (14). For SV particle concentrations

from 1.89 ×1012 to 1.55×1010 vesicles/ml no significant effects on the auto-correlation

function are visible after rescaling, and the DLS auto-correlation curves are highly re-

producible for identical samples, see (16, 28).

The samples are put into cylindrical borosilicate cuvettes with a diameter of 10 mm

(Fisher Scientific), and are closed air tightly with polymer caps (Carl Roth GmbH, Karl-

sruhe, Germany). DLS is performed with an ALV/CGS-3 Laser Light Scattering Go-

niometer System (ALV-GmbH, Langen, Germany), equipped with a 22 mW HeNe-Laser

(λ= 632.8 nm from UNIPHASE, model 1145P), and an ALV-7004 or ALV-5004 Multiple

Tau Digital Correlator. The scattered intensity is recorded by a high quantum efficiency

avalanche photo diode at a scattering angle of 90◦ in the scattering plane, perpendic-

ular to the vertically polarized incident beam. If not indicated differently, the intensity

auto correlation function calculated for three consecutive intervals of 30 s is averaged,

corresponding to 90 s accumulation time. Three such runs are then performed to ob-

tain the final averaged intensity auto correlation function g2(τ), representing a total

measurement time of 270 s. The errors are calculated by the standard deviation of the

three 90 s runs for each τ. The resulting (normalized amplitude) correlation function

g1(τ) is given by β|g1(τ)| =
√

g2(τ)−1 (29, 42) with the intensity correlation function

g2(τ) =< I (t)I (t +τ) >t / < I >2
t and the coherence factor β.
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2.6.6 Results

Regularized inversion

Figure 2.4 (A) shows the size distribution functions of a selection of AFFF fractions.

Fractions were collected every other minute over 60 s throughout the separation pro-

cedure. The first fraction shown was collected 5 min after injection of the SV sample

(chronological order of fractions, with their time of collection [in minutes] after injec-

tion of the SV sample: red crosses [5], blue full squares [7], orange empty squares [9],

magenta full triangles [11], purple full diamonds [13], light gray plus signs [15]).

The sample used for the AFFF corresponds to the same vesicle preparation depicted

in Fig. 2.3. The size distribution functions were calculated by the ALV software and

then rescaled to show the relative abundance of vesicles between the fractions. For

each fraction the scaling factor s was computed with the time averaged intensity 〈I〉t :

s = 〈I〉t /
∑

Rh
pI (Rh )dRh . In a final step, the distribution functions were normalized

setting the peak height of the most abundant fraction to 1. For comparison the size

distribution of the unfractionated sample was included into the plot (solid black line).

The bulk of the synaptic vesicles in figure 2.4 (A) appears in the first fractions (red

crosses [5], blue full squares [7]). These fractions contain purified vesicles, larger par-

ticles (> 60 nm) are not present in any significant number, indicating the successful

fractionation of SV away from larger particles. The difference between the peak posi-

tion of the two size distribution functions obtained from fractions [5] and [7] is within

the accuracy of the regularized fit. Later fractions only contain fewer SVs and some

larger particles.

Figure 2.4 (B) shows a repetition from Fig. 2.3 of the size distribution function of the un-

fractionated sample measured by DLS (solid black line), the AFFF fraction [5], collected

in minute 5 after injection of the SV sample, measured by DLS (red crosses [5]) and the

size distribution of SVs in unfractionated samples determined by cryo-EM (grey cir-

cles). The cryo-EM data on the radius of the SVs was corrected for the expected effects

of the outer proteins on the hydrodynamic radius by adding 3 nm.

The size distribution as determined by cryo-EM agrees well with the AFFF fraction [5].

The latter extends a little towards larger particles. On the other hand, the regularization

method somewhat influences the shape of the distribution. Further, the distribution

function of the unfractionated sample is also in good agreement with cryo-EM data

and the single AFFF fraction data. Here, however, there are clearly a small number of

larger particles present.

Parameterized models

Figure 2.5 (A) shows the intensity correlation functions g2(τ) of a typical SV sample

(green points) and of a typical individual AFFF fraction obtained from the native SV

sample (black points), exhibiting the characteristic (exponential) decay expected for

polydisperse colloidal particles undergoing Brownian motion, along with the errors

estimated from the different runs and a least-square fit of a model as detailed below

(solid red line and dashed red line). Fig. 2.5 (B) shows the resulting bimodal distri-

bution function pn(Rh ) of the synaptic vesicles (solid blue line, cryo-EM data, fixed

during fitting) and of the larger aggregated membrane particles (dashed red line and
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Figure 2.4: (A) Size distribution of SVs by DLS. Native SV preparation (solid black line)

and individual AFFF fractionns (colored lines, time of collection [in minutes] af-

ter injection of the SV samples: red crosses [5], blue full squares [7], orange empty

squares [9], magenta full triangles [11], purple full diamonds [13], light gray plus

signs [15]) weighted by the relative number of particles within the corresponding

individual AFFF fraction as determined from the time averaged scattering intensity

< I >t . The inset shows a schematic of the AFFF flow channel. Red arrows indicate

the velocity U(x) of the buffer in direction of the flow channel, brown arrows in-

dicate the direction of the channel cross-flow. (B) Size distribution of native SV

preparation by DLS (solid black line) and cryo-EM (gray circles), shifted as detailed

in the text, and individual AFFF fraction [5] from the shown native SV preparation

(red crosses).
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Figure 2.5: (A) DLS data of native SV ensemble (green dots) and AFFF fraction [5]

(black dots), collected in minute 5 after injection of the SV sample, with error bars

and fitted model calculations (red dashed line, red solid line). Calculated correla-

tion function for particles following the cryo-EM size distribution (solid blue line).

(B) Number weighted bimodal size distribution functions consisting of the blue

branch (cryo-EM data, smoothed) and one of the red branches (fitted Gaussian dis-

tributions, solid red line, red dots) corresponding to the fits in (A), (solid red line,

red dots). Note the different scalings for the blue branch and the red branches.
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solid red line). The cryo-EM data are taken from (15). Note the different scalings of the

two components of pn(Rh ), indicating that the large particles can be viewed as a small

contamination.

The SV as well as the larger membranous fragments were modeled as spherical core-

shell particles with a constant shell thickness of t = 12 nm, accounting for both lipid

and protein components of the structures. The lipid bilayer thickness is taken to be

about 6 nm (15), and the contributions from the protein shells are taken into account

by an additional 3 nm on both sides of the bilayer. In this way the small unilamellar

vesicle structure of the SV and the membranous character of the larger particles are

mimicked. The model form factor amplitude corresponding to this real space model is

given in Eq. 2.3, above.

Using this model form factor amplitude, a forward calculation approach was imple-

mented to analyze the SV data, circumventing problems usually arising from the stan-

dard inversion approach of g1(τ) implemented in most commercial DLS instruments.

For the calculations, the SV size distribution obtained by cryo-EM (smoothed) was

used, shifted by 3 nm towards lager radii to account for the size increase of the hy-

drodynamic radius resulting from proteins facing outwards of the SV, which were not

taken into account in the EM size measurement.

The contribution from the larger membranous particles was parametrized with a Gaus-

sian shaped size distribution. Together with the main population of isolated and intact

SVs this second component forms a bimodal size distribution. Baselines for τ→ 0 and

τ→∞ were fitted to g2(τ). pn(Rh ) was optimized by a least-squares fit to g2(τ), solely

by adjusting the position, width and relative height of the Gaussian size distribution of

the larger particles to the SV population. The size distribution and relative contribution

of the larger membranous particles depend to some extent on the individual SV prepa-

ration. The resulting calculated auto correlation curves are found to be in excellent

agreement with the measured g2(τ) for the native SV ensemble (reduced χ2 = 1.36),

and in fair agreement for the individual AFFF fraction (reduced χ2 = 10.92).

2.6.7 Discussion and Conclusions

Regularized nonlinear inversion of the intensity correlation function by the ALV soft-

ware (Fig. 2.3) gives access to the intensity weighted size distribution function pI (Rh),

or number weighted size distribution function pn(Rh ) of the SV population. Width and

shape depend to some extent on the regularization. However, the maximum of pn(Rh )

is hardly affected by different regularization parameters. Due to imperfections in the

consideration of the form factor model, a second peak at a radius of about 160 nm is

present in pn(Rh ). This peak occurs in all cases, where pI (Rh ) 6= 0 for F (q,Rh ) = 0 and

is more pronounced in cases where the particles are modeled as hollow hard spheres

as compared to hard spheres (see below). A precise assessment of the relative particle

number of sizes within the range of the artificial peak is omitted here.

The size distributions as obtained from the DLS data are found to depend critically

on the purity of the investigated SV samples. Especially even relatively few larger con-

taminant particles influence the obtained size distributions considerably, owing to the
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highly nonlinear dependence of the number of photons scattered at particles of differ-

ent sizes.

The number of larger contaminant particles in the SV samples with different diffusion

properties than SVs are significantly reduced by AFFF which greatly decreases the con-

tribution of the tail towards larger radii in pn(Rh ) (solid black line and red crosses in

Fig. 2.4). The size distribution of SV samples after purification by AFFF can consis-

tently be obtained by cryo-EM and inversion of regularized DLS data (gray circles and

red crosses in Fig. 2.4 (B)). Results are in excellent agreement with values reported pre-

viously (14).

Thus, the AFFF separation process is found to discriminate well between SV and larger

trace particles and is suited for further purification of SV samples. In the course of

the AFFF fractionation process, the sample is diluted here by a factor of about 1000.

Depending on separation parameters it seems feasible to sub-fractionate the actual

SV population, giving access to SV sub-populations precisely defined and selected by

their diffusion properties. However, the size distribution obtained by DLS extends still

somewhat further towards larger radii (red crosses in Fig. 2.4 (B)), or a very small ad-

ditional contribution of somewhat larger particles is needed (solid red line in Fig. 2.5)

when compared to the cryo-EM size data. This may be due to an underestimation of

larger SV particles by cryo-EM due to under sampling, and reflects the effects of very

few remaining larger particles in the sample. In the case of the inversion analysis, it

cannot be excluded, that part of the small deviation between the size distribution ob-

tained by cryo-EM when compared to the one obtained by DLS is also due to regular-

ization effects.

Scattering techniques allow here to obtain information averaged over a fairly large

number of particles as compared to single particle imaging techniques like cryo-EM

in reasonably short times (here in the order of 100 s). It seems feasible to significantly

increase time resolution reaching values in the order of a few seconds. The needed

sample volumes are relatively small (about 1 µg of SVs in about 1 ml buffer) and sam-

ples are reusable.

In summary, DLS spectra recorded from SV under quasi-physiological conditions can

be consistently described with a size distribution obtained by cryo-EM at vitrified SV

dispersions. The effects originating from few larger trace particles of sizes in the order

of few 100 nm in samples can be effectively modeled by a second Gaussian distributed

branch in the particle size distribution.

Regularization and inversion of DLS spectra from samples containing relatively few of

such larger trace particles lead to a mono-modal size distribution with a significantly

overestimated width when compared to the SV size distribution obtained by cryo-EM.

The actual SV size distribution is rather sharp, compared to the rather broad size dis-

tribution of the larger membranous particles. Although the position of the maximum

of the size distribution is also slightly shifted towards larger radii, it is found to be still

a fairly good estimate for the actual most likely radius within the SV population.

Larger trace particles contaminating the SV population can be removed effectively by

AFFF fractionation, giving access to diluted SV dispersions of utmost purity. DLS spec-

tra from AFFF fractions containing the SV population can be analyzed by means of
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regularization and inversion and reveal a SV size distribution consistent with cryo-EM

data.

DLS is found to be a fast and reliable method to obtain information on the ensem-

ble averaged size and size distribution of dispersed synaptic vesicles within the range

of approximately 10 nm to few 100 nm. Short measurement times and small sample

amounts needed for DLS allow to investigate large numbers of samples in a batch. No

invasive sample preparation steps are needed and DLS measurements are compatible

with quasi-physiological conditions. Samples are reusable after DLS measurements.

2.7 Sample Preparation for X-Ray Scattering Experiments

2.7.1 Native Synaptic Vesicles

Synaptic vesicles from rat brain were purified by Matthew Holt 13 following the purifi-

cation protocol by Jahn et al., (14), as described in section 2.3 above. Samples were

kept on water/ice mixtures until investigation by electron microscopy (EM). Samples

for the SAXS measurements were snap frozen for transportation to the synchrotron. In

similar samples, the V-ATPase on SVs retained the capacity to acidify the interior of the

SV in the presence of ATP (build-up of a proton gradient, as assayed by the quench of

the fluorescent dye acridine orange as an indicator), which is an important indication

that the SV membranes are functionally intact (43).

The resulting SV stock solutions had a protein concentration in the range of 5.47 −
6.45 µg/µl, which were partly further diluted by adding HB100 buffer at pH 7.40.

Samples at low pH were prepared by adding HB100 buffer ajusted to pH 2.10 to the SV

stock solution in a ratio of 4:1. Correspondingly, samples at high pH were prepared by

adding HB100 buffer at pH 12.90 to the SV stock solution in a ratio of 4:1.

2.7.2 Protease Treatment Synaptic Vesicles

For the protease digested SVs (44), one sample was split in two following the usual

purification. To one sample 0.1 µg Trypsin per µg protein was added and incubated

at 37 ◦C for 60 minutes. The other sample was incubated for the same time on ice as

a control. Both samples were centrifuged at 3× 105 g (average) for two hours. The

pellets were then re-suspended in aqueous buffer of 100 mM KCl, 25 mM HEPES and

1 mM DTT at pH 7.40. Both the centrifugation and re-suspension followed similar

steps of the usual purification protocol.

2.7.3 Preparation of Liposomes

Small unilamellar lipid vesicles were prepared by dissolving 1,2-Dioleoyl-sn-Glycero-

3-Phosphatidilserine (DOPS) supplied by Avanti Polar Lipids (Alabaster, AL) at a con-

centration c = 20 mg/ml in ultrapure water (Milli-Q), and sonication to clarity with a

Sonoplus tip sonicator (Bandelic electronic, Berlin, Germany), set to 45 % power and

13 Department of Neurobiology, Max Planck Institut für Biophysikalische Chemie, Göttingen, Germany
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6 cycles. Samples were centrifuged for 10 min. at 14.5×103 rpm to remove metal parti-

cles originating from the sonotrode, and subsequently degassed at room temperature

for 10 min in a Heraeus vacutherm VT 6060P vacuum oven (Kendro Laboratory Pro-

ducs, Hanau, Germany), operated with a diaphragm vacuum pump (Balzers-Pfeiffer,

Asslar, Germany).

2.8 Conclusions

SVs can be purified in sufficient large quantities and purity from rat brain needed for

synchrotron SXAS experiments. The purity of the SV dispersions can be assessed by

employing cryo-EM and DLS. Shape information is obtained for both the SVs and the

larger trace particles by cryo-EM. The size distribution of SVs is independently ob-

tained by cryo-EM and DLS. Larger trace particles present in the SV dispersions can

be identified by cryo-EM, and quantified by DLS.



3 Small-Angle X-Ray Scattering

This chapter introduces basic experimental aspects of SAXS, including raw data treat-

ment, and presents measured scattering curves. The experimental set-ups and param-

eters used in the SAXS measurements are given (Section 3.1). SAXS curves from native

synaptic vesicle (Section 3.2), recorded independently at two different synchrotrons,

are compared revealing high reproducibility of data taken from different individual

samples and at different experimental set-ups. A dilution series reveals the absence of a

pronounced interaction potential between the SVs. SAXS curves from native SVs mea-

sured at three different pH values show distinct differences in their scattering curves.

Further, SAXS curves obtained from protease treated SVs show distinct features when

compared to native SVs. Finally, SAXS curves from unilamellar liposomes are com-

pared to data from SVs. Model independent conclusions are drawn from the scattering

data (Section 3.3).

3.1 Experiments and Instrumental Corrections

q

beam
stopIncident x-rays

2D detector

Isotropic scattering

Beam
stop

Sample

Ki Ki

Kf

2θ

Source

Figure 3.1: Schematic of experimental setup for SAXS measurements. The momentum

transfer vector is defined by q = K f −Ki , where K f and Ki are the wave vectors of

the scattered and incident x-ray beam, respectively.

Figure 3.1 shows a schematic of the experimental set up for the SAXS measurements.

The momentum transfer vector is defined by q = K f − Ki , where K f and Ki are the

wave vectors of the scattered and incident x-ray beam, respectively. The modulus of

the scattering vector q is given by

q ≡ |q| =
4π

λ
sinΘ , (3.1)

whereλ is the wave length of the incident photons, as well as of the elastically scattered

photons. Photons are scattered to angles 2Θ relative to the incident beam, see Fig. 3.1.

SAXS experiments were performed at the high brilliance undulator beamline ID-2 of

the European Synchrotron Radiation Facility (ESRF) in Grenoble, France, and beam-
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line B1 at the Doris III storage ring of HASYLAB at Deutsches Elektronen-Synchrotron,

Hamburg, Germany.

3.1.1 Beamline ID-2, ESRF

Beamline ID-2 was operated under the beamline’s standard conditions at E = 12.4 keV

(45) photon energy. The beamline is operated with a monochromatic, highly colli-

mated and intense beam in a pinhole configuration. The cryogenically cooled Si-111

double-crystal monochromator (bandwith in the order of ∆E/E = 2 × 10−4 for E =
12.4 keV) displaces the beam vertically by 30 mm to reduce the background radiation

from the electron storage ring. An uncooled Rh-coated double-focusing toroidal mir-

ror follows the monochromator and minimizes the beam size at the detector position

for the longest possible source to detector distance at the beamline (65 m). Beam size

is in the order of 100 µm.

The SV samples were at total protein concentrations of 2.74 µg/µl in aqueous buffer

of 100 mM KCl, 25 mM HEPES and 1 mM DTT at pH 7.40. The samples were kept in

a glass flow through capillary, or wax sealed glass capillary, with a diameter of 1.5 mm

and a wall thickness of 0.01 mm.

The diffraction patterns were recorded with a fiber optically coupled FReLoN14 CCD

detector positioned 0.85 and 5 m behind the sample in an evacuated detector tube.

The CCD15 has an input field of 100 mm × 100 mm and a nominal dynamic range of

16 bit, (15 bit above the noise floor). The spatial resolution, as determined by the point

spread function, is about 80 µm. The detector was protected from the primary beam by

a beam stop of size 2.5 × 6 mm, equipped with a PIN photo diode for measurements of

the primary beam intensity after being attenuated by the sample. Data were collected

over a q-range from 0.016 to 5.5 nm−1. Typical exposure times were 0.1 seconds.

The number of pixels was reduced by 2 × 2 binning from 2048 × 2048 to 1024 × 1024

virtual pixels. The 2D isotropic (powder average) diffraction pattern was corrected for

the CCD dark current, offset of the analogue to digital converter, spacial distortion, de-

tector sensitivity (flat-field), and was calibrated to an absolute scale (water reference)

employing the procedure described in (45). The SAXS utilities 16 program package from

Michael Sztucki17 has been employed for these on-line data processing steps.

Detector pixels with very low count rates close to the edge of the detector as well as in

the regions of the shadow of the beam stop were masked and excluded from the further

data processing. The mask is generated using the program Fit2D 18, and saved as a BSL

file, which is converted to a EDF file by employing the script file mask2b2.mac 19 from

Michael Sztucki, as described in more detail in the diploma thesis of Gudrun Lotze (46).

The file names of the masks employed for processing the scattering data recorded at

14 Fast-Readout, Low-Noise
15 Kodak KAF-4320, Eastman Kodak Company
16 http://www.sztucki.de/SAXSutilities/
17 European Synchrotron Radiation Facility, High Brilliance Beamline ID-2, Grenoble, France
18 http://www.esrf.eu/computing/scientific/FIT2D/
19 http://www.sztucki.de
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the different sample to detector distances are (file name, distance in m): (A99000.BSL,

2.00), (B99000.BSL, 5.00), (C99000.BSL, 0.85).

Figure 3.2 (A) shows the centrosymmetric scattering pattern from dispersed SVs, recor-

ded with a sample to detector distance of 5 m. The data is re-binned and corrected for

the CCD dark current, the offset of the analogue to digital converter, spacial distortion

and the detector sensitivity. (B) shows the same scattering pattern as in (A), masked

pixels are marked (black), and excluded from the further data processing.

The corrected, calibrated and masked scattering pattern is azimuthally regrouped, and

subsequently azimuthally averaged, by employing the script file ccdmulticalib_carianz_

trm.mac 20 from Michael Sztucki, which requires and uses functions from the SAXS

program package 21 from Peter Bösecke22. The output of the script file is written in

DAT files, containing one header line and three columns with entries giving the values

of the modulus of the scattering vector q in units of (1/nm), the recorded scattering in-

tensities I (q) in dimensionless units (1), and the corresponding counting error statis-

tics, neglecting correlations between pixels. In order to obtain the scattering intensity

on an absolute scale in units of an inverse length, I (q) is divided by the sample thick-

ness in units of the corresponding length in real space. Further, I (q) is multiplied by a

dimensionless correction factor with a value of approximately 1.5 which is empirically

determined from the absolute scattering intensity of water at small q-values, and ac-

counts for all processes which reduce the number of scattered photons reaching the

detector.

Data recorded at the two different detector distances are manually combined in MAT-

LAB giving a corrected scattering curve I (q) covering more than two orders of mag-

nitude in q . Further, the scattering data of the vesicles is corrected for the scattering

of the aqueous buffer, and the thin glass capillary, by subtracting the scattering curve

recorded from a capillary filled with pure buffer, from the scattering curve as recorded

of the vesicle dispersions, yielding the final 1D scattering curve for fitting. Figure 3.3

shows the scattering curves recorded from a SV dispersion (green diamonds), and from

pure HB100 buffer (blue triangles) in the flow through capillary. The scattering of the

buffer is slightly rescaled by a factor close to 1 (if necessary) to account for imperfec-

tions in the calibration procedures of the scattering intensities to an absolute scale.

The scattering curve from the buffer is subtracted from the scattering curve of the SVs,

yielding the final corrected scattering curve (black circles, shifted by a factor of 0.1, for

clarity) used for fitting and model falsification.

Radiation damage was ruled out by comparison of scattering patterns recorded with

different exposure times from 0.01 to 10 seconds. For the standard accumulation time,

the absorbed dose during exposure was about 6.5×103 Gy, as calculated from the num-

ber of photons impinging on the sample, and the absorption of the sample. Dilution

series revealed no measurable inter-particle correlations or aggregation for samples of

a total protein concentration between 6.45 µg/µl and 0.10 µg/µl, see section 3.2. De-

tector resolution effects could be ignored at the ID-2, ESRF, measurements.

20 http://www.sztucki.de
21 http://www.esrf.eu/UsersAndScience/Experiments/TBS/SciSoft/OurSoftware/SAXS
22 European Synchrotron Radiation Facility, High Brilliance Beamline ID-2, Grenoble, France
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Figure 3.2: Diffraction pattern from dispersed native SVs recorded at a distance of 5 m

behind the sample (Beamline ID-2, ESRF). (A) Data re-binned, corrected for CCD

dark current, the offset of the analogue to digital converter, spacial distortion and

detector sensitivity, as detailed in the text. (B) Pixels at the detector edge and in the

region of the beam stop shadow are masked (black) and excluded from the further

data processing.
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Figure 3.3: Scattering curves recorded from a SV dispersion (green diamonds), and

pure HB100 buffer (blue triangles) in a flow through glass capillary at ID-2, ESRF.

The scattering curve from the buffer sample is subtracted from the scattering curve

from the SV sample, yielding the final corrected scattering curve from the SV (black

circles, shifted by a factor of 0.1, for clarity) used for fitting.

3.1.2 Beamline B1, HASYLAB

Beamline B1 was operated under the beamline’s standard conditions at 9.0 keV (47)

photon energy. The beamline operates in a nonfocusing pinhole collimation geome-

try. The x-ray photons are generated by employing a bending magnet (critcal energy

16.04 keV), which are monochromatized by a fixed exit monochromator consisting of

two flat symetrically cut Si-311 crystals. The higher harmonics are suppressed by de-

tuning the second monochromator crystal (MOSTAB unit (48)). The beam size at the

sample was 1.0 × 0.7 mm (horizontally × vertically), defined by the guard slits in front

of the sample.

The SV samples were at total protein concentrations of 4.98 µg/µl in aqueous buffer of

150 mM KCl, 25 mM HEPES and 1 mM DTT at pH 7.40. The samples were kept in wax

sealed glass capillaries with diameters of 1.5 mm and a wall thicknesses of 0.01 mm.

The diffraction patterns were recorded with a multiwire proportional chamber gas de-

tector (Gabriel), or a Pilatus 300k silicon single photon counting pixel array detector

positioned 935 and 3635 mm behind the sample. The pixel sizes of the detectors are

0.8 mm (Gabriel), and 172 µm (Pilatus). Data were collected over a q-range from 0.08

to 2.9 nm−1. Typical exposure times were 30 minutes. The 2D isotropic (powder av-

erage) diffraction pattern was corrected for the dark current, fluctuations in primary

intensity, spacial distortion, detector sensitivity / flat-field (only for Gabriel detector),

and was calibrated to an absolute scale (glassy carbon reference) employing a similar

procedure as described in (45). Pixels in the shadow of the beam stop, at the very edge

of the detector, and in regions with significant scattering from slits were masked and
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excluded from the further data analysis. The scattering pattern were azimuthally in-

tegrated, and data recorded at the two different detector distances were combined to

give a corrected scattering curve I (q).

All instrumental corrections were performed using a data processing toolbox 23 consist-

ing of various individual MATLAB macros developed by Ulla Vainio24, A. Wacha and S.

Haas. The macros utilized in the processing of the data recorded with the Gabriel 25

detector, and the Pilatus 26 detector are distributed by Ulla Vainio. More details on

the functionality of individual macros of the data processing toolbox can be found in

the beamline manuals 27 by Ulla Vainio. Note that the macros for the Pilatus detector

require the macro imageread.m 28, available from the Swiss Light Source.

The data processing toolbox writes several output files. Files named intnorm*.dat con-

tains three columns with entries giving the values of the modulus of the scattering

vector q in units of (1/
◦
A), the recorded scattering intensities I (q) in units of (1/cm),

and the corresponding counting error statistics, neglecting correlations between pix-

els. The sample thickness in units of (cm) is determined manually and entered prior

to the start of the data processing into the macro B1normint*.m, which is used for the

normalization of the data to an absolute scale. The file named intnorm*.log contains

different experimental parameters, such as beam size and calibrated energy. The file

contains re-binned data, so that scattering data recorded at different sample to detec-

tor distances are sampled at equal q values. The data structure and units in the file

intbinned*.dat are the same as in file intnorm*.dat. Data recorded at different detector

distances are combined by employing the macro sumanduniteB1*.m,

Further, the scattering data from the vesicles is corrected for the scattering from the

aqueous buffer, and the thin glass capillary, by subtracting the scattering curve recorded

from a capillary filled with pure buffer, from the scattering curve as recorded from the

vesicle dispersions, yielding the final 1D scattering curve for fitting. The scattering

curve from the buffer is slightly rescaled by a factor close to 1 (if necessary) to account

for imperfections in the calibration procedures of the scattering intensities to an abso-

lute scale. The scattering curve from the buffer is subtracted from the scattering curve

of the SVs in MATLAB, yielding the final corrected scattering curve used for fitting and

model falsification. Detector resolution effects could be ignored at the B1, HASYLAB,

measurements.

3.2 Results

Figure 3.4 shows SAXS data from native SVs recorded at beamline ID-2 at ESRF (black

circles) and at beamline B1 at HASYLAB (green squares). Plotted are (A) the scattered

intensity I(q) vs. modulus of the scattering vector q, and (B) the I(q)×q2 vs. q (Kratky

23 http://hasylab.desy.de/facilities/doris_iii/beamlines/b1/software_and_hardware/index_eng.html
24 Hamburger Synchrotronstrahlungslabor at Deutsches Elektronen-Synchrotron, Beamline B1, Hamburg,

Germany
25 http://github.com/uvainio/B1macrosGabriel/
26 http://github.com/uvainio/Beamline-B1-macros/
27 http://hasylab.desy.de/facilities/doris_iii/beamlines/b1/software_and_hardware/index_eng.html
28 http://sls.web.psi.ch/view.php/beamlines/ms/sd/computing/index.html
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A B

Figure 3.4: SAXS data from native SVs recorded at beamline ID-2 at ESRF (black circles)

and beamline B1 at HASYLAB (green squares, shifted for clarity). (A) Plot of the

scattered intensity I(q) vs. the modulus of the scattering vector q, and (B) Kratky

plot, i.e. I(q)×q2 vs. q. Data has been background corrected, radially integrated

and calibrated to an absolute scale, as detailed in the text. Exposure time 0.1 s (ID-

2, ESRF), and 30 min (B1, HASYLAB).

plot). Data has been background corrected, radially integrated and calibrated to an

absolute scale following the procedures described in section 3.1. Note that the two

data sets have been recorded from samples from different individual SV preparations

with similar protein concentrations, and at two different experimental set-ups. Both

the data sets look very similar, only towards low q values there are small, but significant

differences in the slope of the curves. This is most likely due to small differences in the

number of larger trace particles originating from imperfections in the SV purification

procedure, see sections 2.3 and 2.4.

Figure 3.5 shows a dilution series of native SVs. SV sample concentrations are 6.45µg /µl

(black circles), 1.08 µg /µl (blue squares), and 0.10 µg /µl (green diamonds). The three

scattering curves exhibit very similar slopes when compared to each other at similar

q values. As expected, the curves are vertically shifted due to the different sample

concentrations as I(q) has been calibrated to an absolute scale. Note the differences

between the theoretically expected shifts due to the sample concentration, and the ex-

perimentally observed intensities. The differences are due to imperfections and uncer-

tainties in the calibration procedure of the data to an absolute scale. There are no in-

dications of a pronounced interaction potential between the SVs in the samples. Thus,

the structure factor can be approximated by 1 within the investigated q range.

Figure 3.6 shows data from SV samples in HB100 buffer at pH 2.1, pH 7.4 and pH 12.9.

The SAXS curves show distinct features depending on the pH conditions. The overall

slope of the scattering curves is decreased at both high and low pH conditions as com-

pared to neutral pH. This might be due to changes in overall shape and/or size of the



28 Small-Angle X-Ray Scattering

10
−1

10
0

10
−4

10
−3

10
−2

10
−1

10
0

q, (1/nm)

I(
q

),
 (

1
/m

m
)

 

 

Figure 3.5: SAXS data from dilution series of native SVs recorded at beamline ID-2 at

ESRF. SV sample concentrations are 6.45 µg/µl (black circles), 1.08 µg/µl (blue

squares), and 0.10 µg/µl (green diamonds).
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Figure 3.6: SAXS data from native SVs under different pH conditions, recorded at

beamline ID-2 at ESRF. SVs at pH 7.40 (black circles), SVs at low (2.1) pH (blue dia-

monds), and SVs at high (12.9) pH (red squares). Figure adapted from (17).
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A B

Figure 3.7: SVs with additional centrifugation in purification protocol (black circles),

and SVs treated with protease to remove protein residues facing outwards, also

with an additional centrifugation in purification protocol (blue squares, shifted by

factor 0.1 for clarity). (A) I (q) vs. q , and (B) Kratky plot I (q)×q2 vs. q . Figure partly

adapted from (17).

SVs. Also aggregation (docking) of SVs might lead to these effects. Resolved changes in

the higher q-regions of the recorded data indicate distinct changes in the local struc-

ture of the protein decorated bilayer of the SVs as a function of pH conditions. The un-

derlying detailed structural changes are to be further investigated and remain unclear

at present. However, the SVs seem to retain well defined structures even under extreme

pH conditions. More subtle changes of the chemical environment of the SV samples

like different calcium concentrations in the range of 0 to 100 µM, or magnesium con-

centrations around 200 mM did not show resolvable differences in the corresponding

SAXS curves (data not shown).

Figure 3.7 shows the SAXS intensity function (A) I (q) vs. q , and (B) a Kratky plot I (q)×
q2 vs. q for a SV sample (black circles) and SV treated with the protease Trypsin (blue

squares). Clearly visible are distinct, significant differences between the two scattering

curves. The scattering curve from the protease treated SVs (blue squares) exhibits a

decreased slope for q ≈ 0.5 to q ≈ 1 1/nm when compared to the control sample (black

circles).

Figure 3.8 shows data I (q) vs q from a control sample consisting of DOPS vesicles,

20 mg/ml in water (blue squares), and how they compare to SV data (black circles).

While the data looks qualitatively similar towards both lower and higher q values for

the measured interval of the DOPS vesicle data, the scattered intensities differ up to

approximately two orders of magnitude at intermediate q-values.



30 Small-Angle X-Ray Scattering

10
−2

10
−1

10
0

10
1

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

q, (1/nm)

I(
q

),
 (

1
/m

m
)

 

 

Figure 3.8: DOPS vesicle data (blue squares, ×10−3) recorded at beamline B1 at HASY-

LAB, and SV data (black circles) recorded at beamline ID-2 at ESRF. SV data identi-

cal to data shown in Fig. 3.4. Adapted from (17).

3.3 Conclusions

SAXS measurements from dispersed SVs under quasi-physiological conditions reveal

characteristic and distinct isotropic scattering patterns. The data is highly reproducible

at different synchrotron beamlines, and depends only for smaller q values slightly on

the individual SV purification. This is due to a slightly varying small number of larger

trace particles in the sample, due to unavoidable imperfections in the SV purification

protocol, see section 2.3. A dilution series reveals no significant inter-particle potential

for SVs dispersed in HB100 buffer at pH 7.4. Thus, the structure factor can be approxi-

mated by 1 in the measured q interval under neutral pH conditions. The recorded SAXS

curves from SVs under different pH conditions show distinct, characteristic changes

when compared to each other. Thus, SAXS is suited to follow structural changes in the

scattering patterns from SVs induced by variation of the quasi-physiological environ-

ment. Scattering curves from SVs treated with a protease (Trypsin) show small, but

significant characteristic differences when compared to scattering curves from a con-

trol sample consisting of native SVs. The scattering curves recorded from unilamellar

DOPS vesicles, when compared to SV data, show well distinct features in intermediate

q ranges of the measured q regions, while they exhibit qualitatively similar scattering

curves both towards higher and lower q values.



4 Data Modeling of X-Ray Scattering Curves

This chapter introduces basic theoretical scattering models and describes approaches

for the analysis of data from SVs. The description of kinematic photon scattering at

the electrons of polydisperse core-shell particles within the continuum approximation

is introduced, and the calibration of the scattering data from SVs to an absolute scale

is addressed (Section 4.1). We consider approaches of model independent analysis

of SAXS data and their limitations (Section 4.2), and introduce the concept of direct

modeling of SAXS data (Section 4.3). Different parameterized structural minimal mod-

els of SVs (Section 4.4) are constructed considering information from cryo-EM on the

shape of SVs, as well as cryo-EM data on the size distribution of SVs. Further, infor-

mation from DLS on the size distribution of SVs and biochemical information on the

molecular inventory of SVs are taken into account. The form factors corresponding

to the minimal real-space models are derived and generalized (Section 4.5). Subse-

quently, these form factors are least-squares fitted to SAXS data from SVs (Section 4.6).

All optimized isotropic models are falsified, while optimized anisotropic models are

in excellent agreement with SAXS data, cryo-EM data and biochemical data. Finally,

conclusions from this chapter are summarized (Section 4.7).

4.1 Kinematic Approximation

The scattering cross section for a dilute, polydisperse system of spherical core-shell

particles of radius R with the number size distribution p(R), the volumes V (R), and

the scattering form factor P (q,R) is given by (49)

dσ(q)

dΩ
=∆ρ2

∫∞

0
p(R)V (R)2P (q,R)dR . (4.1)

V (R) is the dry volume of the particle defined as the total volume Vtot minus the vol-

ume of the solvent core Vcor e . ∆ρ = M/V denotes the difference between the scattering

length density of the solvent and the average scattering length density of the decorated

bilayer shell. M will be used below as the total excess scattering length of a particle.

The total number of electrons within the particle population is

Ne = (ρ0 +∆ρe )

∫∞

0
p(R)V (R)dR (4.2)

with ρ0 denoting the electron density of the solvent, and ∆ρe the average excess elec-

tron density of the decorated bilayer shell. The dry mass m of the particle population

can be obtained from the modified Lowry protein assay (see section 2.3), and can be

directly linked to Ne , assuming a fixed ratio of 1.87 neutrons or protons per electron

within the particles (50, 51) and considering the electron density of the buffer (333

electr ons/nm3). Thus, ∆ρ and the number size distribution p(R) can both be ob-

tained on an absolute scale. As always in scattering experiments, two solutions gener-

ally exist for ∆ρ (and thus p(R)) due to Babinet’s principle. Here we choose ∆ρ > 0, in

agreement with the existing data on bilayer densities (15).
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4.2 Model Independent Data Analysis

Model independent data analysis approaches allow to deduce 3D structural informa-

tion directly from SAXS data by employing numerical methods. In general, these ap-

proaches also require some a priori assumptions about the sample; model building of

specific parametrized models is, however, not required.

4.2.1 Indirect Fourier Transformation Method and Convolution Square Root Oper-

ation

The Indirect Fourier Transformation (IFT) method (52) applied to the SAXS data of un-

correlated monodisperse particles of radius R with 0 ≤ R ≤ Rmax reveals the pair dis-

tance distribution function p(r ), or equivalently, the correlation function γ(r ) within

particles of finite size. The distance distribution function p(r ) and the correlation func-

tion γ(r ) are connected via the relation p(r ) = r 2γ(r ). Further, the IFT can be general-

ized to account for interactions of particles (structure factors), for polydisperse systems

of particles of given shape (53), and non-spherical particles (accounted by a shape fac-

tor) (54).

The basic idea of the IFT method is to follow the experiment from real space (sam-

ple) to experimental (data) space, and than to come back to real space by perform-

ing a Fourier transform (30). First, an optimized function system (linear combina-

tion of cubic B-splines (55, 56), for example) is established by assigning a value to

Rmax and by using the relations 0 ≤ R ≤ Rmax . Second, the experimental data is ap-

proximated (smoothed) using the optimized function system by employing a weighted

least-squares technique. If necessary, corrections for instrumental broadening (de-

smearing) are performed. Third, the smoothed data is transformed into real space.

Care has to be taken to minimize termination effects occurring during transformation.

In case of several centro symmetric particle structures, the scattering density profile

can be obtained by numerical deconvolution of the pair distance distribution func-

tion (57–59) by employing the convolution square root operation. However, lack of

centro symmetry of the particle structure effectively prohibits to deconvolute the pair

distance distribution function.

4.2.2 Ab-Initio Shape Analysis

Pseudo-atomistic ab-initio modeling reveals the three dimensional shape and overall

low resolution structure of native proteins in solution by employing multipole expan-

sions (60). This technique only works for particles with a nearly homogeneous distri-

bution of scattering length density, and is restricted to monodisperse particles, or in a

modified version, to two-phase particles (61). In recent years it has been demonstrated

that rigid body modeling against SAXS data can elucidate the overall structure and con-

formational changes of functional complexes, flexible macromolecules and assembly

processes (62, 63).

However, this approach seems unsuited for large heterogeneous and complex struc-

tures like SVs. The number of free parameters of such pseudo-atomistic models with
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sufficient resolution to resolve details of the bilayer structure and the membrane pro-

teins would be too high when compared to the number of data points obtainable by

SAXS experiments.

4.3 Direct Modeling

Direct modeling aims at building form factor models of an analytical form, consistent

with all previous knowledge about the sample, which can be least-squares fitted to

the scattering data (64). Models are falsified, i.e. rejected, or found to be consistent

with the scattering data. In the latter case, the optimized model parameters obtained

are subsequently subject to structural interpretation, taking into account independent

data from different quantitative experimental techniques like cryo EM, DLS and bio-

chemical analysis (15, 17).

4.4 Model Building: Integrated Approach

The SV models are constructed on the basis of information from cryo electron micro-

graphs, revealing their spherical core-shell structure of a protein decorated lipid bi-

layer, as well as data and information on the size distribution p(R) of SVs obtained

by cryo-EM and DLS. Biochemical data on the molecular inventory of the SV provides

further constraints.

In all SV models, a bimodal size distribution function p(R) = pE M (R)+pG (R) was em-

ployed as shown in Fig. 4.4 (B). The branch pE M (R) of p(R) around approximately

R = 20 nm has been determined by cryo-EM (smoothed) (15). The diameter of the

SV was measured from bilayer surface to bilayer surface. The branch pG (R) of p(R)

around approximately R = 200 nm was calculated as a freely varied Gaussian contribu-

tion for µ−3σ≤ R ≤µ+3σ given by

pG (R) =
a

p
2πσ2

exp

(

−
(R −µ)2

2σ2

)

, (4.3)

with mean µ, standard deviation σ and scaling parameter a to account for the trace

number of larger membranous particles in the sample visible by cryo-EM, see Fig. 2.2.

Further details on the larger particles as obtained by cryo-EM are given in section 2.5

and (14). The branch pG (R) of p(R) also assures consistency of the model with DLS

data on the size distribution of the SV samples, see section 2.6. In the DOPS vesicle

models, p(R) was a freely varied Gaussian only.

The form factor models derived here are built from a central bilayer profile (65–67) with

added contributions on the inside (lumen) and outside of the SV model, accounting for

the numerous proteins associated with the SV membrane. The spherically symmetric

electron density profile of the bilayer is modeled by three concentric Gaussians (68),

representing the head groups of the two lipid leaflets and the hydrophobic core. Note

that protein residues associated with the head groups and trans-membrane protein

segments are included in this contribution. The larger proteins, or protein clusters, of

the inner and outer protein shells, which can be clearly seen in cryo-EM images (14, 15)

are modeled as follows: (i) The proteins are not explicitly integrated into the model.
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Figure 4.1: (A) Section through a molecular model of an average SV isolated from rat

brain, based on space-filling models of macromolecules at near atomic resolution.

Reproduction from (14). (B) Sketch of a real space model corresponding to an op-

timized scattering form factor consistent with the measured SAXS data. For details

on the model and parameters see Tables 4.3 and 4.4, Fig. 4.4 and section 4.5. Re-

production from (15).

Also an asymmetric bilayer profile has been tested in this case. (ii) The proteins are

modeled by coronas of concentric Gaussians, or (iii) coronas of hard spheres, or (iv)

coronas of Gaussian chains (69) attached to the inner and outer sides of the bilayer,

respectively (15, 70–73).

A sketch of the corresponding model with attached Gaussian chains (iv) in real space is

given in Fig. 4.1 (B). This approach is a generalization of a model originally derived for

polymer modified micelles and liposomes (70, 73). For comparison, Fig. 4.1 (A) shows

a section through a molecular model of an average SV, based on space-filling models

of macromolecules at near atomic resolution (reproduction from (14)).

The contribution of the hard spheres coronas, or Gaussian chains coronas, explicitly

introduces an in-plane structure to the models, breaking the spherical symmetry. The

individual hard spheres or Gaussian chains are assumed to be perfectly uncorrelated,

forming an ideal gas on the sphere. The extension of the additional concentric Gaus-

sians, the hard spheres and the Gaussian chains in the radial direction might be in-

terpreted as the thickness of the protein layers, whereas the lateral extension (parallel

to the membrane tangent plane) of the hard spheres or Gaussian chains may reflect

the in-plane size of individual proteins, protein clusters and/or distinct lipid micro do-

mains in a coarse grained sense. For the calculation of polydisperse populations the

local structure of the concentric bilayer profile and, depending on the model, the ad-

ditional terms describing the protein coronas were kept constant for all population

members.
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In addition to the parameters of the different models given in Tables 4.1, 4.2, and 4.5

three parameters reflecting the freely varied Gaussian component pG (R) of p(R), ac-

counting for larger membranous particles in the SV samples, and a small constant

background, were subject to optimization during the fitting procedure of the form fac-

tor models to I (q). The part pE M (R) of p(R) representing the size distribution of the

SVs as obtained by cryo-EM (14, 15) was kept constant for all fits. For both branches

of p(R), the same form factor was used. In particular the bilayer profile parameters,

the parameters of the additional concentric Gaussians, or the density of hard spheres

or Gaussian chains per surface area (N in
c /(4π(R−D−Rin

g )2) and N out
c /(4π(R+Rout

g )2))

were kept constant. The effective number of free parameters of the different mod-

els are 7 (3 Gaussians, symmetric profile), 9 (3 Gaussians, asymmetric profile), 11 (3

Gaussians forming symmetric profile, with 2 additional concentric Gaussians), and 12

(3 Gaussians forming symmetric profile, with hard spheres or Gaussian chains coro-

nas attached). However, it should be emphasized that in practice part of the parame-

ters were only free to vary within relatively narrow intervals due to the structural con-

straints to these parameters imposed by the model. Details on the different form fac-

tors corresponding to the real space models presented above, are given in section 4.5.

4.5 Derivation of Form Factors

4.5.1 Isotropic Models

Equation 4.7 (below) gives the final form factor of the isotropic models used in the

fitting procedures. The models are built from a central symmetric or asymmetric bi-

layer profile, with added spherically symmetric protein shells on the inside (lumen)

and outside of the SV. The bilayer electron density profile is modeled by three con-

centric Gaussians (68), representing the headgroups of the two lipid leaflets and the

hydrophobic core. Note that the amino acid residues associated with the headgroups

and trans-membrane protein segments are included in this contribution. The inner

and outer protein shells are modeled by concentric Gaussians attached to the inner

and outer sides of the bilayer, respectively. The excess scattering length density of the

bilayer profile is given by

ρ(r ) =
∑

i

ρi exp

(

−
(r −Ri )2

2t 2
i

)

, (4.4)

with the peak position Ri , amplitude ρi and width ti with i ∈ i n, out , t ai l , i nner,

outer , for each of the three Gaussians representing the headgroups of the two leaflets

and the tail region, and the inner and outer protein shell, respectively. The (charac-

teristic) radius R is defined as R = Rout + tout

p
2π/2 mimicking a SV with the outer

lipid bilayer surface at r ≃ R. To reduce the number of model parameters, we choose

Rt ail = R − (tout + tt ail /2)
p

2π, Rin = R − (tout + tt ail + tin /2)
p

2π. Thus, the total thick-

ness D of the bilayer is characterized by D =
p

2π(tin + tt ail + tout ). Further, we choose

Rinner = R−(tout + tt ail + tin + tinner /2)
p

2π and Router = R+(touter /2)
p

2π so that the

overall thickness of the synaptic membrane is characterized by the total thickness D

of the bilayer structure and the thickness of the inner and outer protein layers. The
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total excess scattering length with respect to the aqueous buffer is βb . Depending on

the specific model, we choose (i) tin = tout (symmetric bilayer profile), (ii) tin 6= tout

(asymmetric bilayer profile), or (iii) ρinner = ρouter = 0 (no protein shells). Note that

the Gaussians representing the bilayer profile and the protein shells interpenetrate to

some extent due to their tails.

The form factor P (q,R) (see Eq. 4.1) of spherical particles can be written as

P (q,R) =
(

F (q,R)
)2

, (4.5)

where F (q,R) is the normalized form factor amplitude, which can be calculated in

kinematic scattering theory by the spherical Fourier Transform of the excess scatter-

ing length density ρ(r ), given by

F (q,R) =
4π

M

∫∞

0
ρ(r )r 2 sin(qr )

qr
dr , (4.6)

with M the excess scattering length of the particle. Thus, the form factor amplitude

F (q,R) corresponding to the above real space model can be calculated in kinematic

scattering theory by inserting Eq. 4.4 into Eq. 4.6. The resulting one-dimensional Fou-

rier integral can be readily calculated by changing the lower boundary of the integral

from 0 to −∞. This approximation is valid if the values of the peak positions Ri are

large when compared to the corresponding values of the thickness parameters ti of

the concentric Gaussians (68). Subsequently, the form factor P (q,R) corresponding to

F (q,R) is obtained by inserting F (q,R) into Eq. 4.5, yielding the following result

P (q,R) =
1

M2
β2

bF 2
b (q,R) . (4.7)

The symbols and functions are given below: M = βb denotes the excess scattering

length of the bilayer profile. The normalized amplitude of the self-correlation term

of the bilayer profile and the isotropic protein shells is given by

Fb(q,R) =
1

βb

∑

i

βb i Fb i (q,Ri ) , (4.8)

with i ∈ i n, out , t ai l , i nner, outer , and (68)

Fb i (q,Ri ) =
1

βb i
4
p

2π3/2tiρi exp

(

−
t 2

i
q2

2

)

1

q

[

t 2
i q cos(qRi )+Ri sin(qRi )

]

, (4.9)

whereβb i = ρi
4π
3 ((Ri+ti

p
2π/2)3−(Ri −ti

p
2π/2)3) denotes the excess scattering mass

of one peak of the profile (68).

4.5.2 Anisotropic Models

Synaptic Vesicle Models

Equation 4.34 (below) gives the final form factor for the anisotropic SV model with
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Gaussian chains coronas used in the fitting procedure. The model is built from a cen-

tral bilayer profile with added protein coronas on the inside (lumen) and outside of the

SV model.

The bilayer electron density profile is modeled by three concentric Gaussians (68), rep-

resenting the headgroups of the two lipid leaflets and the hydrophobic core. Note

amino acid residues associated with the headgroups and trans-membrane protein seg-

ments are included in this contribution. The inner and outer protein shells are mod-

eled by Gaussian chains (69) attached to the inner and outer sides of the bilayer, re-

spectively (70–73).

The Gaussian chain is a popular simple model for the description of global properties

of polymers. However, the Gaussian chain does not describe correctly the local struc-

ture of a polymer (74). The conformation of the Gaussian chain is represented by the

set of (N+1) position vectors {Rn} of the joints of the chain, or by the set of bond vectors

{rn}, with rn = Rn −Rn−1, n = 1,2, .., N (74). The bond vectors rn of the Gaussian chain

are randomly orientated, and the bond length has a Gaussian distribution given by (74)

ψ(r) =
(

3

2πb2

)3/2

exp

(

−
3r2

2b2

)

, (4.10)

so that 〈r2〉 = b2 with the effective bond length b. The conformational distribution

function of such a Gaussian chain is given by (74)

Ψ({r}) =
N
∏

n=1

(

3

2πb2

)3/2

exp

(

−
3r2

n

2b2

)

. (4.11)

The scattering form factor of a Gaussian chain can be calculated (74). However, the

scattering form factor amplitude of a Gaussian chain remains elusive, and an effective

form factor amplitude has been derived and suggested for substitution (70, 75), see

below.

The excess scattering length density of the bilayer profile is given by Eq. 4.4 with i ∈
i n,out , t ai l , for each of the three Gaussians representing the headgroups of the two

leaflets and the tail region, respectively. The (characteristic) radius R, Rt ail , Rin , D and

βb are defined as for the the isotropic form factor models. To reduce the number of

model parameters further, we choose tin = tout (symmetric bilayer profile). There are

N in
c and N out

c Gaussian chains distributed randomly and without correlations form-

ing the inner and outer protein shell, respectively. The individual Gaussian chains are

characterized by their root-mean-square radius of gyration, Rin
g and Rout

g , given by (74)

Ri
g =

√

√

√

√

1

N

N
∑

n=1

〈
(

Ri
n −Ri

C M

)2〉, (4.12)

with i = i n,out , the set of position vectors {Ri
n} of the joints of the Gaussian chain, and

the position vector Ri
C M of the centre of mass of the corresponding Gaussian chain,

defined by (74)

Ri
C M =

1

N

N
∑

n=1

Ri
n . (4.13)
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The Gaussian chains representing the inner and outer protein shell have the common

average excess scattering length density ρc . The distance between the inner headgroup

maximum of the bilayer profile and the center of mass of the Gaussian chains facing

the lumen is taken to be tin

p
2π/2+Rin

g , and the distance between the outer headgroup

maximum and the center of mass of the Gaussian chains facing outwards is taken to

be tout

p
2π/2+Rout

g . This limits the penetration of the Gaussian chains into the bi-

layer, although there is some remaining overlap, mostly due to the extending tails of

the bilayer profile (70).

Anisotropic Form Factors: General Considerations

In general, the normalized form factor amplitude F (q,r) corresponding to a model of

an arbitrarily shaped particle is given within the kinematic approximation by

F (q,r)=
1

M

∫

V
ρ(r)exp(−i q ·r)dr , (4.14)

with V the volume of the particle and ρ(r) the excess scattering length density of the

particle, relative to the scattering length density of the solvent. Further, M denotes the

excess scattering length of the particle.

The form factor amplitude F (q,r) can be calculated by considering the form factor am-

plitudes Fi (q,r) corresponding to the different parts of a decomposition of the particle

into n parts with

F (q,r)=
1

M

n
∑

i=1

Mi Fi (q,r) , (4.15)

where the Fi (q,r) are defined in analogy to Eq. 4.14 by

Fi (q,r)=
1

Mi

∫

Vi

ρi (r)exp(−i q ·r)dr , (4.16)

with Vi the volume of part i of the particle, ρi (r) the excess scattering length density of

part i of the particle, relative to the scattering length density of the solvent, and Mi the

excess scattering mass of part i of the particle.

The normalized scattering form factor P (q,r) of the particle is given by

P (q,r)=| F (q,r) |2 , (4.17)

and is related to the scattering cross section of the particle by

dσ(q)

dΩ
=∆ρ2V 2P (q,r) , (4.18)

with ∆ρ the average excess scattering length density of the particle, and V the volume

of the particle.

Further, the scattering cross section of a particle averaged over all orientations is given

by
dσ(q)

dΩ
=∆ρ2V 2 < P (q,r) > , (4.19)
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where < .. > denotes the integration(s) for the calculation of the orientational averag-

ing, and q the modulus of the scattering vector q. The orientational averaged scatter-

ing form factor can be written with Eq. 4.15, Eq. 4.17 and |
∑n

i=1
Fi (q,r) |2=

∑n
i=1

∑n
j=1

Fi (q,r)F∗
j

(q,r) as

< P (q,r)>=<
n
∑

i=1

n
∑

j=1

Fi (q,r)F∗
j (q,r)> . (4.20)

Considering the linearity of the integrals representing the orientational averaging, Eq. 4.20

can be written as

< P (q,r)>=
n
∑

i=1

n
∑

j=1

< Fi (q,r)F∗
j (q,r) > . (4.21)

Thus, the entire scattering form factor may be averaged over all orientations (Eq. 4.20),

or alternatively, the different auto-correlation and cross-correlation terms of the scat-

tering form factor may be separately averaged over all orientations (Eq. 4.21).

The orientationally averaged form factor < P (q,r)>= P (q,R) corresponding to a model

structure composed of N isotropic particles, with scattering amplitudes Fi (q,Ri ) and

excess scattering masses Mi is given by (76)

P (q,R) =
1

M2

N
∑

i , j=1

Mi M j Fi (q,Ri )F j (q,R j )
sin(qri j )

qri j
, (4.22)

with ri j the distance between the centers of the i th and j th subunit, and

M =
N
∑

i=1

Mi . (4.23)

Starting from Eq. 4.22, the form factor can be calculated corresponding to a particle

composed of an isotropic core structure with p concentric spherical coronas, each

consisting of Ni uncorrelated, isotropic structures. For simplicity, all of these isotropic

‘blobs’ within one corona are assumed here to have the same structural properties. The

derivation of the form factor follows (70–72). In particular, the interference terms of

scattering from ‘blobs’ belonging to one corona are calculated by averaging the phase

factor sin(qr )/(qr ) over the proper weighting of the distance r (72, 77). For simplicity,

we assume that the ‘blobs’ of the coronas form an ideal gas on spherical shells (70–72).

Thus, the proper weighting functions of the distance r are the pair distance distribu-

tion functions pi (r ) of infinitely thin shells of radius Ri (70–72), given by (78, 79)

pi (r )=
2r

(2Ri )2
(4.24)

for 0 ≤ r < 2Ri , and

pi (r ) =
1

2Ri
(4.25)

for r = 2Ri . The interference terms of scattering contributions originating from differ-

ent coronas are calculated as the product of the square roots of the interference terms
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originating from ‘blobs’ within each of the corresponding coronas (15, 73). The final

form factor, a generalization of the expressions given in (15, 70–73), is given by

P (q,R) =
1

M2
×

[

M2
c F 2

c (q,R)

+
p
∑

i=1

Ni M2
i F 2

i (q,ri )

+
p
∑

i=1

2 Ni Mi Mc Fc (q,R)Fi (q,ri )
sin(qRi )

qRi

+
p
∑

i , j=1

(

Ni N j Mi M j Fi (q,ri )F j (q,r j )
sin(qRi )

qRi

sin(qR j )

qR j

−δi j Ni M2
i F 2

i (q,ri )

(

sin(qRi )

qRi

)2 )]

, (4.26)

where M denotes the total excess scattering mass, given by

M = Mc +
p
∑

i=1

Ni Mi , (4.27)

with Mc the excess scattering mass of the core, Ni the number of isotropic ‘blobs’

with excess scattering mass Mi forming the corona at radius Ri . Further, Fc (q,R) and

Fi (q,ri ) denote the scattering amplitude of the core, and the ‘blobs’, respectively. Fi-

nally, δi j the Kronecker Delta, with δi j = 1 for i = j and δi j = 0 for i 6= j . Details on

the different terms in Eq. 4.26 are given below. The terms in the first two lines repre-

sent the weighted contributions from the self-interference of the scattering from the

core and the ‘blobs’ of the coronas. The terms in the third line represent the weighted

interference of the scattering from the core and the ‘blob’ coronas. Further, the terms

in the last two lines represent the weighted self-interference (i = j ) and interference

(i 6= j ) of scattering from the ‘blob’ coronas. The terms in the last line assure proper

weighting of the self-interference terms (70–72). Note that the form factor given by

Eq. 4.26 corresponds to an explicitly anisotropic model structure since the contribu-

tions from the isotropic ‘blobs’ forming the coronas break the spherical symmetry of

the model (70–72). The form factor given by Eq. 4.26 can be further generalized to

correspond to particles with, for example, ellipsoidal or cylindrical cores and coronas,

following the approach taken in (70, 71).

The models above assume that the coronal ‘blob’ structures are uncorrelated, forming

an ideal gas on a surface. The effects due to the ideal gas assumption for the ‘blobs’

were investigated for form factor models corresponding to a population of uncorre-

lated particles each consisting of two ‘blob’ point scatterers randomly distributed on

a spherical surface of radius R1 = 1. The normalized form factor corresponding to the

above model within the ideal gas approximation for the ‘blobs’ is given by Eq. 4.26 and

Eq. 4.27 with p = 1 and Mc = 0 yielding the following result

P (q,R1) =
1

M2

(

N1M2
1 F 2

1 (q)+ (N1 −1)N1M2
1 F 2

1 (q)

(

sin(qR1)

qR1

)2)

, (4.28)
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with M1 = 1 the excess scattering mass of one ‘blob’, N1 = 2 the number of ‘blobs’,

F1(q) = 1 the form factor amplitude of a point ‘blob’, and M the total excess scatter-

ing mass given by Eq.4.27. A form factor P ′(q,R1) which takes into account the cor-

relations between two isotropic ‘blob’ scatterers on a spherical surface was calculated

by replacing the pair distance distribution function pi (r ) of a homogeneous spherical

shell in Eq. 4.24 and Eq. 4.25 by the pair distance distribution function of two points on

a spherical surface, given by

pi (r )=
3

(2Ri )2

√

r 2 −
(

r 2

2Ri

)2

, (4.29)

with i = 1 and R1 = 1. As above, the interference term of the ‘blobs’ was calculated by

averaging the phase factor sin(qr )/(qr ) over the weighting of the distance r given by

Eq. 4.29, yielding for the entire form factor the following result

P ′(q,R1) =
1

M2

(

N1M2
1 F 2

1 (q)+ (N1 −1)N1M2
1 F 2

1 (q)
3πStr uveH [1,2qR1]

8q2R2
1

)

, (4.30)

with M1 = 1 the excess scattering mass of one ‘blob’, N1 = 2 the number of ‘blobs’,

M = N1M1 the total excess scattering mass, F1(q) = 1 the form factor amplitude of a

‘blob’, R1 = 1 the radius of the spherical surface, and Str uveH [n, z] the Struve function

given by (80)

Str uveH [n, z] ≡
2
(

1
2

z
)n

Γ(n+ 1
2

)Γ( 1
2

)

∫∞

0

(

1− t 2
)n− 1

2 sin(zt)d t , (4.31)

with Γ(z) the Gamma function, given in Euler’s integral form by (81)

Γ(z)≡
∫∞

0
t z−1 exp(−t)d t . (4.32)

The relative deviation D(q) in % of the model form factor employing the ideal gas ap-

proximation (Eq. 4.28) from the model form factor taking into account the correlations

between the two ‘blob’ scatterers (Eq. 4.30) is given by

D(q) =
P ′(q,R1)−P (q,R1)

P ′(q,R1)
×100 , (4.33)

and was evaluated numerically using MATLAB, version 7.5.0.342 (R2007b), The Math-

Works Inc.

Figure 4.2 (lower part) shows a comparison of the graphs obtained by plotting the form

factors given by Eq. 4.28 (solid blue line) and Eq. 4.30 (dashed green line) with R1 = 1

for 0.1 ≤ q ≤ 10 inverse unit lengths. Figure 4.2 (upper part) shows the absolute value of

the relative deviation D(q) in % of the form factor values (solid red line). The absolute

value of D(q) is found to be smaller than 9 %, with the global maximum around q ≈ 2.2

inverse length units. We speculate that the relative deviation of the model with the

ideal gas approximation from the model taking into account the correlations between
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Figure 4.2: Calculated scattering curves of two point scatterers on a spherical shall of

radius R = 1. Model form factor within ideal gas approximation (solid blue line),

model form factor taking into account correlations between the point scatteres on

the spherical surface (dashed green line), and absolute value of the relative devia-

tion D(q) in % of the model employing the ideal gas approximation (solid red line).

the ‘blob’ structures decreases monotonically for larger N1 with N1 > 2. Thus, the ideal

gas approximation has relatively small effects on the corresponding model form factor

P (q,R) for N1 ≥ 2 and seems to be a reasonable assumption in many cases. However,

especially for small N1, e.g. N1 = 2, it might be possible to falsify models corresponding

to Eq. 4.28 by experimental data from suited systems, while the model corresponding

to Eq. 4.30 might describe such data well.

In summary, scattering form factors may be calculated corresponding to complex, an-

isotropic models without the need to perform the orientational average for the whole

model form factor, but instead make use of already orientationally averaged, or iso-

tropic components, or to calculate corresponding expressions for the individual cor-

relation terms of the form factor. Such approaches may significantly facilitate the cal-

culation, numerical implementation and optimization of more complex model form

factors. Further, there is no need to explicitly perform orientational averaging for scat-

tering form factors corresponding to models consisting of a concentric isotropic core

structure with uncorrelated isotropic ‘blob’ structures forming an ideal gas on spheres

concentric to the core structure, although such models are explicitly anisotropic. The

ideal gas approximation for the ‘blobs’ has typically only relatively small effects on such

model form factors and seems to be overall a reasonable assumption for the modeling

of SVs here.

Anisotropic Form Factors: Synaptic Vesicle Models

The form factor corresponding to the above anisotropic SV model with Gaussian chains



4.5 Derivation of Form Factors 43

coronas can be calculated in kinematic scattering theory by employing Eq. 4.26, yield-

ing the following result

P (q,R) =
1

M2
×

[

β2
bF 2

b (q,R)

+
∑

i=in,out

N i
cβ

i 2
c P i

c (q)

+
∑

i=in,out

2N i
cβbβ

i
c Si

b c (q,R)

+
∑

i=in,out

N i
c (N i

c −1)βi 2
c Si

c (q,R)

+ Sin out
c (q,R) 2

∏

i=in,out

N i
cβ

i
c

]

. (4.34)

The symbols and functions are given below: M =βb +N in
c βin

c +N out
c βout

c denotes the

excess scattering length, with βi
c = ρc Ri

g
3

4π/3 and i = i n,out representing the total

excess scattering length of a single chain on the outside and on the inside of the bi-

layer profile, respectively. The normalized amplitude of the self-correlation term of the

bilayer profile is given by Eq. 4.8 with Eq. 4.9 where βb i is defined as for the isotropic

form factor models.

The self-correlation terms of the Gaussian chains are given by Debye functions (74)

P i
c (q) =

2[exp(−xi )−1+ xi ]

xi 2
, (4.35)

with xi = q2Ri 2
g and i = i n,out for the inner and outer chains, respectively. The in-

terference cross-terms Sin
b c

(q,R) and Sout
b c

(q,R) between the bilayer and the Gaussian

chains on the inside and outside, are given by

Si
b c (q,R) = Fb(q,R)ψi (xi )

sin(q[Rt ail ∓ (D/2+Ri
g )])

q[Rt ail ∓ (D/2+Ri
g )]

, (4.36)

with i = i n,out and ψi (xi ) = [1− exp(−xi )]/xi the effective form factor amplitude of

the Gaussian chains (75).

The product of the scattering form factor amplitudes of the chains belonging to one

of the chain layers with the scattering form factor amplitude of an infinite thin shell

is equivalent to a convolution of the corresponding scattering density distributions in

real space (71) and accounts for the fact that the Gaussian shells are located on a spher-

ical shell.

Si
c (q,R) =

(

ψi (xi )
sin(q[Rt ail ∓ (D/2+Ri

g )])

q[Rt ail ∓ (D/2+Ri
g )]

)2

, (4.37)

with i = i n,out . The interference term between the chains of the inner and outer shells

is taken into account by

Sin out
c (q,R) =

∏

i=in,out

ψi (xi )
sin(q[Rt ail ∓ (D/2+Ri

g )])

q[Rt ail ∓ (D/2+Ri
g )]

. (4.38)
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The anisotropic form factor, where spherical particles were placed on the inside and

outside of a symmetric bilayer profile instead of the Gaussian chains, is similar to that

given in Eq. 4.34, except that P i
c in Eq. 4.35 and ψi in Eq. 4.36 are replaced by the

scattering form factor of spheres and the scattering form factor amplitude of spheres,

respectively. The spheres are of radii Rin and Rout , the number of free parameters is

the same as for the model with the attached Gaussian chains.

The model form factors calculated in this section correspond to model particles with

spherically symmetric core structures and (effectively) spherically symmetric struc-

tures (Gaussian chains, hard spheres) attached at certain radii which are uncorrelated

in the plane of the surface of the sphere (ideal gas on a sphere). However, the ap-

proach chosen in Eqs. 4.7 and 4.34 to assemble the final form factor from the sum of

the different auto-correlation and cross-correlation terms representing different parts

of the model particle is not restricted to model systems with spherically symmetric

cores, and can, for example, be generalized to models with ellipsoidal and cylindrical

cores (70, 71).

4.6 Model Falsification Against SAXS Data

The different form factor models were least-squares fitted to SAXS data. Least-squares

fitting was performed using the lsqnonlin routine of MATLAB Optimization Toolbox

(Version 7.5.0.342 (R2007b), The MathWorks Inc.), dedicated to solve nonlinear least-

squares problems. For details on the structure of the employed MATLAB code and the

object function see Appendix.

The quality of a model fit f (x) with p free model parameters to N data points of exper-

imentally estimated photon counts yi with empirical variances σ2
i

was assessed by the

value of the r educed χ2 given by

r educed χ2 =

∑N
i=1

(yi − f (xi ))2

σ2
i

N −p −1
. (4.39)

The variances σ2
i

were calculated by propagating the counting errors from the pho-

ton counts of the individual detector pixels through the data reduction and correction

process described in Section 3.1. Cross-correlations between pixels were neglected.

An optimized model is rejected if the value of the r educed χ2 for the best fit to the

SAXS data is large when compared to 1. Further, an optimized model is rejected if it

suggests a structure which can be falsified by cryo-EM or biochemical data.

Nonlinear regression inference is performed using the linear approximation to the ex-

pectation function. Approximate marginal confidence intervals (95 %) for the param-

eter values are calculated using the nlparci routine of MATLAB Statistics Toolbox (Ver-

sion 7.5.0.342 (R2007b), The MathWorks Inc.). For the nonlinear models the Jacobi ma-

trix is evaluated at the least squares parameter estimates as obtained from the lsqnon-

lin fitting routine (see above) (82, 83). Geometrically stated, the expectation surface is

approximated by the tangent plane at the least squares parameter estimates, and the

true parameter coordinate system is approximated by a linear coordinate system on
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the approximating tangent plane (82). Note that the extent to which the calculated ap-

proximate marginal confidence intervals adequately delineate the regions of reason-

able parameter values is determined by the adequacy of the linear approximation to

the expectation function (82). One main source of systematic errors is the uncertainty

in the absolute scale of the data.
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4.6.1 Native Synaptic Vesicles
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Figure 4.3: SV SAXS data (open circles, black). Fit of anisotropic model (three Gaus-

sians forming symmetric bilayer profile, with Gaussian chains attached) to the SV

data (full line, red), and contributions to the model calculation originating from

the SVs (dashed line, red) and the larger membranous particles (dotted line, red).

Corresponding electron density profile and size distribution are given in Fig. 4.4.

Fit of anisotropic model (three Gaussians forming symmetric bilayer profile, with

hard spheres attached) to the SV data (full line, cyan). Fit of isotropic model (three

Gaussians forming asymmetric bilayer profile) to the SV data (full line, blue). Fit of

isotropic model (three Gaussians forming symmetric bilayer profile) to the SV data

(full line, dark green). Fit of isotropic model (three Gaussians forming symmetric

bilayer profile, plus one additional Gaussian attached to each sides of the profile)

to the SV data (full line, magenta). Curves partly shifted downwards for clarity, as

detailed in the key. Figure adapted from (17).

Figure 4.3 shows data I (q) vs q from SVs in aqueous buffer (open circles, black), and

least-squares fits of isotropic and anisotropic form factor models to the data. The

isotropic form factors consist of concentric Gaussians forming symmetric or asymmet-

ric scattering density profiles. Three Gaussians forming a symmetric profile (solid dark

green line , r educed χ2 = 602), five Gaussians of which three are forming a symmet-

ric core profile (solid magenta line, r educed χ2 = 578), three Gaussians forming an

asymmetric profile (solid blue line, r educed χ2 = 34.1). A bimodal size polydisper-

sity distribution function p(R) was used, with one branch corresponding to cryo-EM

data on the size distribution of the SVs, and a second branch corresponding to larger

membranous particles, modeled by a freely varied Gaussian distribution.
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Table 4.1: Parameter values of the decorated bilayer as obtained from the optimized

isotropic SV SAXS model fits shown in Fig. 4.3. The models consist of concentric

Gaussian distributed scattering densities. Parameter values of the corresponding

optimized bimodal polydispersity distributions of the SVs are given in the text.

Model ρ∗
c in

ρ∗
in

ρ∗
t ai l

ρ∗out ρ∗c out

tc in

p
2π tin

p
2π tt ai l

p
2π tout

p
2π tc out

p
2π3 Gaussians – 2.24 a.u. −1 a.u. 0.05 a.u. –(asymmetri bilayer profile) – 1.14 nm 0.97 nm 8.88 nm –3 Gaussians – 2.29 a.u. −1 a.u. 2.29 a.u. –(symmetri bilayer profile) – 1.64 nm 2.38 nm 1.64 nm –5 Gaussians 0.06 a.u. 1.43 a.u. −1 a.u. 1.43 a.u. 0.40 a.u.(asymmetri bilayer profile)# 2.10 nm 1.61 nm 2.11 nm 1.61 nm 1.52 nm

∗ Normalized to ρt ai l =−1.
# 3 Gaussians form symmetric core profile.

In addition to the parameters given in Tables 4.1 the following parameters have been

obtained from the fits (model with three Gaussians (symmetric bilayer profile), model

with five Gaussians, model with three Gaussians (asymmetric bilayer profile)): mean

radius larger particles (µ = 160.7 nm, µ = 180.1 nm, µ = 127.0 nm), width distribu-

tion larger particles (σ = 45.2 nm, σ = 50.2 nm, σ = 51.7 nm), number larger parti-

cles (1.55 %, 1.61 %, 2.47 %) and a small constant background (7× 10−5 mm−1, 3×
10−5 mm−1, −3×10−5 mm−1). The excess scattering densities ρi (relative to aqueous

buffer) have been scaled to arbitrary units such that ρt ail =−1. Parameters are explic-

itly defined in section 4.5.

Only the form factor consisting of three Gaussians forming an asymmetric profile is

capable of describing the SV SAXS data, at least qualitatively. However, the parameter

values of the profile do not correspond to a physically meaningful model. The maxi-

mum excess scattering density of the inner leaflet is about 45 times higher than for the

outer leaflet. The model parameters would suggest the structure of a lipid monolayer

with a thickness of about 3 nm. However, EM shows a more or less roughly symmetrical

bilayer structure of about 5 nm thickness. Further, the indirect Fourier transformation

method (52) applied to the SAXS data, followed by the numerical deconvolution of the

pair distance distribution function (57–59) supports the view that a spherical symmet-

ric model is not suited to describe the data (data not shown). Elliptically deformed

models consisting of a bilayer profile, similar to the isotropic models above, have also

been falsified (data not shown).

The anisotropic models consist of a symmetric core profile (three concentric Gaus-

sians) with either attached hard spheres (solid cyan line, r educed χ2 = 4.18), or with

attached Gaussian chains (solid red line, r educed χ2 = 2.84) on both sides of the bi-

layer profile. The dashed and dotted red lines depict the contributions of the two

branches of the bimodal size distribution function p(R) of the model consisting of

three Gaussians with Gaussian chains coronas. Again a bimodal size polydispersity

distribution function p(R) was used, as defined above.
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Table 4.2: Parameter values of the decorated bilayer as obtained from the optimized

anisotropic SV SAXS model fits shown in Fig. 4.3. The models consist of three con-

centric Gaussians (symmetric bilayer profile), with coronas attached to both sides.

Parameter values of the corresponding optimized bimodal polydispersity distribu-

tions of the SVs are given in the text.

Model ρ∗
in,out

tin,out

p
2π ρ∗c Rin

g N in
c /(4π(R −D −Rin

g )2)

ρ∗
t ai l

tt ai l

p
2π Rout

g N out
c /(4π(R +Rout

g )2)Hard spheres oronas# 0.18 a.u. 2.9 nm 0.28 a.u. 2.4 nm 13.75×10−3 nm−2

−1 a.u. 0.6 nm 5.6 nm 0.42×10−3 nm−2Gaussian hains oronas 1.63 a.u. 1.8 nm 1.81 a.u. 3.2 nm 7.09×10−3 nm−2

−1 a.u. 2.1 nm 5.7 nm 0.47×10−3 nm−2

∗ Normalized to ρt ai l =−1.
# Ri

g = Ri , i = i n, out .

Table 4.3: Parameter values with 95% marginal confidence intervals as obtained, from

the optimized anisotropic SAXS models.

Model fit parameter Gaussian chain coronas Hard sphere coronas∗ Unit

ρin +333, ρout +333 379.8±1.3 375.7±0.5 e− nm−3

ρt ai l +333 304.2±3.2 99.9±46.1 e− nm−3

tin

p
2π, tout

p
2π 1.8±0.2 2.9±0.2 nm

tt ai l

p
2π 2.1±0.2 0.6±0.2 nm

Rin
g 3.2±0.1 2.4±< 0.1 nm

Rout
g 5.7±0.3 5.6±0.1 nm

N in
c /(4π(R −D −Rin

g )2) (7.09±0.99)×10−3 (13.75±0.95)×10−3 nm−2

N out
c /(4π(R +Rout

g )2) (0.47±0.05)×10−3 (0.42±0.03)×10−3 nm−2

ρc +333 385.1±1.5 399.0±1.4 e− nm−3

Mean radius larger particles 210.1±7.2 232.5±21.1 nm

Width distribution larger particles 50.2±2.8 54.5±< 0.1 nm

Number larger particles (0.56±0.04)×109 (0.42±0.06)×109 µ l−1

Constant background (−14.8±2.9)×10−6 (13.5±22.6)×10−6 mm−1

∗ Rin
g = Rin and Rout

g = Rout

In addition to the parameters given in Table 4.2 the following parameters have been

obtained from the fits (model hard spheres coronas, model Gaussian chains coronas):

mean radius larger particles (µ = 232.5 nm, µ = 210.1 nm), width distribution larger

particles (σ= 54.5 nm, σ= 50.2 nm), number density of larger particles (0.68 %, 0.86 %)

and a small constant background. Details on the form factors are given in section4.5.

The parameter values as obtained from the optimized anisotropic SAXS models (as

given in Table 4.2), with 95% marginal confidence intervals and calibrated to an abso-

lute scale, are given in Table 4.3.

For illustration, some properties of the the best-fit SV model structure as obtained from

the model with Gaussian chains attached for a SV of the most frequent size are given in

Table 4.4.

Figure 4.4 (A) shows a sketch of a real space model corresponding to the least-squares

fit of the form factor consisting of three Gaussians (symmetric bilayer profile) with
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Figure 4.4: (A) Sketch of a real space model corresponding to an optimized scattering

form factor consistent with the measured SAXS data from SVs shown in Fig. 4.3.

For details on the model parameters see Table 4.2 (model Gaussian chains coro-

nas) and (15). (B) Bimodal size distribution function p(R) employed in the form

factor calculation. Binning size 1 nm. (C) Electron density profile ρe (r ) across a SV

membrane corresponding to least-squares fit given in Fig. 4.3 (full line red). Typical

maximum local contribution of Gaussian chains (dotted line, black), and spheri-

cally averaged contribution of Gaussian chains (full line, black) are shown. Light

blue area: lipid bilayer. Darker blue area: spherically averaged contribution of pro-

tein layers. Both ρe (r ) and p(R) have been calibrated to absolute scales. Figure

adapted from (15).
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Table 4.4: Properties of the best fit SV model structure with Gaussian chain coronas,

R = 21 nm

Model property Numerical value Unit

Dry mass entire SV 32.5×10−18 g

Dry mass lipid bilayer 26.4×10−18 g

Dry mass Gaussian chains inside 2.0×10−18 g

Dry mass Gaussian chains outside 4.0×10−18 g

Number Gaussian chains inside (N in
c ) 12.9 1

Number Gaussian chains outside (Nout
c ) 4.2 1

Cross-section Gaussian chain inside (Rin
g

2
π) 31 nm2

Cross-section Gaussian chain outside (Rout
g

2
π) 103 nm2

Surface coverage Gaussian chains inside∗ 10 %

Surface coverage Gaussian chains outside∗ 11 %

Buoyant density entire SV 1.05 g/ml
∗ projected onto r = Rt ail

Gaussian chain coronas shown in Fig. 4.3 (red lines). Figure 4.4 (B) shows the cor-

responding size distribution function p(R), and (C) the electron density profile ρe (r )

deduced from the optimized model calculation.

The dry mass of the average SV is 32.5×10−18 g which compares well to values deter-

mined by quantitative dark-field scanning transmission electron microscopy ((26.4±
5.8)×10−18 g ) (14). The total particle concentration in the sample is calculated to be

6.5×1010 particles per µl partitioned into 99.1 % SVs and about 0.9 % larger particles.

The theoretical buoyant density of a SV with a radius R = 21 nm is about 1.05 g/ml.

The characteristic thickness of the concentric Gaussian shells is 5.7 nm, and can be

interpreted as an effective thickness of the bilayer structure of the SV. The extension of

the Gaussian chains is 6.3 nm (facing inwards) and 11.4 nm (facing outwards). A SV of

size R = 21 nm is decorated with an average of 12.9 Gaussian chains on the inside and

4.2 Gaussian chains on the outside. Projected onto the middle of the bilayer structure

these cover about 10 % and 11 % of the surface area, respectively.

The structural parameters of the model representing the average SV structure are given

in Tables 4.3 and 4.4, and confirm the values published in literature, which were de-

rived using biochemical methods (14).

The main features of the model with attached Gaussian chains are replicated in the

model with attached spheres. In particular, the parameters of the Gaussian chains and

the spheres in the two models indicate that breaking of spherical symmetry is an es-

sential ingredient needed to describe the data well (15).

4.6.2 Model Liposomes

Figure 4.5 shows data I (q) vs q from a control sample consisting of DOPS vesicles,

20 mg/ml in water (blue squares), and how they compare to SV data (black circles).

While the data looks qualitatively similar towards both lower and higher q values for
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Figure 4.5: DOPS vesicle data (blue squares). Fit of isotropic model (three Gaussians,

symmetric bilayer profile) to the DOPS data (dashed cyan line) and anisotropic

model with Gaussian chains (full light green line). Anisotropic model with Gaus-

sian chain contributions form SV model added (5 %, full brown line) and (10 %, full

purple line). Curves partly shifted downwards for clarity, as detailed in the key. SVs

(black circles), data identical to data shown in Fig. 4.3. Fit of isotropic model to the

SV data (dashed dark green line) and anisotropic model with Gaussian chains (full

red line). Figure adapted from (17).
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Table 4.5: Parameter values of the decorated bilayer as obtained from the optimized

isotropic and anisotropic SAXS model fits shown in Fig. 4.5. Parameter values of

the corresponding optimized polydispersity distributions of the SVs and DOPS LVs

are given in the text.

Sample Model ρ∗
i n,out

ti n,out

p
2π ρ∗c Ri n

g N i n
c /(4π(R −D −Ri n

g )2)

ρ∗
t ai l

tt ai l

p
2π Rout

g N out
c /(4π(R +Rout

g )2)SVs isotropi# 2.29 a.u. 1.64 nm – – –

−1 a.u. 2.38 nm – –SVs anisotropi$ 1.63 a.u. 1.8 nm 1.81 a.u. 3.2 nm 7.09×10−3 nm−2

−1 a.u. 2.1 nm 5.7 nm 0.47×10−3 nm−2DOPS LVs isotropi 2.24 a.u. 0.89 nm – – –

−1 a.u. 2.81 nm – –DOPS LVs anisotropi 2.24 a.u. 0.89 nm 1.30 a.u. 3.9 nm < 1×10−13 nm−2

−1 a.u. 2.81 nm 4.0 nm < 1×10−13 nm−2DOPS LVs anisotropi 2.24 a.u. 0.89 nm 2.49 a.u. 3.2 nm 3.55×10−3 nm−3

(+ 5 % G. chains) −1 a.u. 2.81 nm 5.7 nm 0.24×10−3 nm−3DOPS LVs anisotropi 2.24 a.u. 0.89 nm 2.49 a.u. 3.2 nm 7.09×10−3 nm−3

(+ 10 % G. chains) −1 a.u. 2.81 nm 5.7 nm 0.47×10−3 nm−3

∗ Normalized to ρt ai l =−1 .
# Identical to model fit 3 Gaussians (symmetric bilayer profile) in Table 4.1.
$ Identical to model fit Gaussian chains coronas in Table 4.2.

the measured interval, the scattered intensities differ up to approximately two orders

of magnitude at intermediate q-values. A least-squares fit of an isotropic model (three

Gaussians, symmetric bilayer profile, and mono-modal Gaussian distributed polydis-

persity of the particles) to the DOPS data (dashed cyan line) describes the data well

(r educed χ2 = 1.07), although the slight lift-off of the minima towards larger q values

of the measured interval, which is usually due to asymmetry of the bilayer profile, is

naturally not reproduced by the model calculation employed here (84). In addition

to the parameter values given in Table 4.5, the fit yields for the most frequent radius

µ = 48.5 nm, and for the width of the polydispersity distribution σ = 10.2 nm. The

same type of isotropic model (but with a bimodal polydispersity function) applied to

the SV data (dashed dark green line) fails qualitatively to describe the data, especially in

a region around q ≃ 0.5 nm−1 where data and best-fit deviate by more than one order

of magnitude. For the mean of the Gaussian component of the bimodal polydispersity

distribution the fit reveals µ= 160.7 nm, for the width σ= 45.2 nm, and for the number

density of large particles 1.54 %.

Least-squares fits of an anisotropic model, similar to the one above but with additional

Gaussian chains attached to both sides of the bilayer, to the DOPS data (full light green

line), yield almost identical results as the isotropic model (r educed χ2 = 1.07). The

size distribution of the liposomes is again assumed to be Gaussian. In addition to the

parameter values given in Table 4.5, for the polydispersity distribution the fit yields the

most frequent radius µ = 48.5 nm, and a width of σ = 10.2 nm. In addition, a small

constant background was fitted. Interestingly, the number of Gaussian chains in the

anisotropic model is zero for the best fit to the DOPS data (within the numerical preci-

sion). The qualitative effects of the attached Gaussian chains of the anisotropic model

fit to the DOPS data is illustrated by adding 5 % (full brown line) and 10 % (full pur-

ple line) of the number of attached Gaussian chains as compared to the corresponding
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Figure 4.6: SVs treated with protease to remove protein residues facing outwards, with

an additional centrifugation in purification protocol (blue squres, shifted by factor

0.1 for clarity), and. SVs only with additional centrifugation in purification proto-

col (black circles). Fit of anisotropic model with Gaussian chains attached to the

SV data (full line red, and dashed line red, shifted by factor 0.1 for clarity). Figure

adapted from (17).

optimized SV model. The parameter values for Rin
g and Rout

g of the Gaussian chains

are taken from the optimized SV model, while the parameter value for ρc is calculated

relative to ρin = ρout to have the same value as for the optimized SV model.

A least-squares fit of the anisotropic model to the SV data (full red line, same fit as in

Fig. 4.3) is in excellent agreement with the data, while employing physiologically and

biochemically meaningful parameter values (14, 15).

4.6.3 Protease Treated Synaptic Vesicles

Figure 4.6 shows the SAXS intensity function I (q) vs. q for a SV sample (black cir-

cles) and SV treated with the protease Trypsin (blue squres) and corresponding least-

squares fits (r educed χ2 = 0.66, and r educed χ2 = 0.51, respectively) to the form fac-

tor model (solid red line, and dashed red line, respectively) for bilayer vesicles with

Gaussian chains attached to the inside and outside, as detailed in section4.5. Again a

bimodal size polydispersity distribution function p(R) was used, with the left branch

corresponding to the cryo-EM data of SVs centered around 21 nm, and the right branch

corresponding to the larger membranous particles, modeled by a Gaussian distribu-

tion centered around µ ≈ 210 nm (Mean radius larger particles) with a standard devi-

ation of σ≈ 50 nm (Width distribution larger particles). It should be emphasized that

due to the resolution of the SAXS technique, our data are relatively insensitive to the
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Table 4.6: Parameter values as obtained from the optimized anisotropic SAXS model

fits shown in Fig. 4.6

Model fit parameter Native SVs SVs protease Unit

ρin , ρout 1.58 1.50 a.u.

ρt ail −1 −1 a.u.

tin

p
2π, tout

p
2π 1.9 1.7 nm

tt ail

p
2π 2.1 2.4 nm

Rin
g 2.8 2.6 nm

Rout
g 5.7 5.9 nm

N in
c /(4π(R −D −Rin

g )2) 15.04×10−3 8.73×10−3 nm−2

N out
c /(4π(R +Rout

g )2) 0.27×10−3 0.15×10−3 nm−2

ρc 1.84 1.73 a.u.

Mean radius larger particles 210.5 211.0 nm

Width distribution larger particles 49.7 51.1 nm

Number larger particles 0.86 0.68 %

Constant background 3.67×10−4 15.5×10−4 mm−1

exact size distribution of these larger particles. The errors appear to slightly overesti-

mate the actual variances, as the model fit does not over-fit the data, even though we

obtain χ2 < 1 for both fits. The parameters of the fits are given in Table 4.6. Most pa-

rameter values do not change much when comparing the results of the fit to the SVs

(with additional centrifugation step in the purification protocol) data and the protease

treated SV sample, also with additional centrifugation step. But, importantly, the num-

ber density of Gaussian chains facing the lumen and the outside are both reduced by

about a factor of two as an effect of the protease treatment of the sample.

4.7 Conclusions

Model independent data analysis of SAXS data from SVs has been considered. How-

ever, due to inherent limitations of model independent approaches, they do not seem

well suited to elucidate the complex and heterogeneous structure of SVs. Thus, in a

direct modeling approach we derived and investigated different spherically symmet-

ric and anisotropic form factor models and tested them against high resolution SAXS

data from SVs, isolated from rat brain. Anisotropy of the model form factors is found

to be a key ingredient for the description of the native SV structure. After protease di-

gestion of the surface of the SVs (unspecific protein removal), a significant reduction

of the anisotropic terms has been observed. This compares well with the observation

that the anisotropic terms in the form factor vanish in least-squares fits of SAXS data

from small unilamellar vesicles composed of DOPS. These vesicles are spherically sym-

metric on the experimentally resolved length scales. Besides the excellent agreement

with the SAXS data, the suggested SV form factor model is consistent with published

electron microscopy, biochemical and physiological data. Furthermore, we have pre-
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sented SAXS data of SVs recorded under different pH conditions, and have described

changes in structural parameters due to protease digestion of SVs.





5 Model Evaluation and Structural Results

In this chapter the models being consistent with SAXS data are interpreted and dis-

cussed. Quantitative biochemical data on the SV composition, as well as structural

information on individual proteins are employed in the model analysis (Section 5.1).

The size polydispersity distribution of the SVs, and the SV bilayer structure are ad-

dressed. Further, possible model dependencies and ambiguities of the results are dis-

cussed. Moreover, the SV model structure established here suggests entropic impli-

cations, which are described and investigated by employing a microcanonical model

(Section 5.2). Finally, conclusions from the analysis of the structural SV model are sum-

marized (Section 5.3).

5.1 Model Interpretation and Discussion

5.1.1 Size Polydispersity

We addressed the size distribution function (polydispersity) p(R) by measuring consis-

tent values with two independent techniques (15). The SAXS results were obtained on

large ensembles and so were subject to intrinsic averaging. In contrast, with cryo-EM,

micrographs of over 500 individual vesicles were taken to increase statistical relevance.

Owing to the strong size dependent variation of the scattering intensity, SAXS is sen-

sitive to larger particles, which can be minimized but which are unavoidable during

sample preparation.

The resulting size distribution function p(R) can thus be considered as free of artifacts

related to a specific technique and presumably represents the SV structure averaged

across many nerve terminals and with vesicles at all points of the cycling pathway.

Some of the structural heterogeneity seen at the cryo-EM level (Fig. 2.2 (B and C)) is

likely to be due to heterogeneous occupancy of the vesicle surface by accessory pro-

teins. However, such an average is still likely to be highly informative as each vesicle

contains one isoform of each of the major SV proteins responsible for vesicle function

– including synaptobrevin, synaptotagmin and synaptophysin (14).

In light of the fact that proteins, and protein macromolecular complexes, generally

display consistent sizes, the size polydispersity of synaptic vesicles (in agreement with

previous electron microscopic studies of intact presynaptic terminals (85)), is surpris-

ing to us. Neurotransmitter content is lost during purification (86), so this effect is not

caused by increasing osmotic pressure, with elevated neurotransmitter concentration

inflating vesicles, consistent with the observation that membrane bilayers cannot be

stretched by more than 3 % (85). A more likely source of size variation comes from

the reformation of SVs following exocytosis via clathrin mediated endocytosis. Vesicle

size is presumably influenced by the size of the clathrin cage initially formed on the

plasma membrane. Clathrin cage formation may be a simple stochastic process (87),

or alternatively, clathrin-coat formation may be an active process where the retrieval

of sufficient cargo is proof-read (88) and vesicle size can be influenced by the diffusion

of synaptic proteins through the membrane following fusion (15) (see below).
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What remains unclear is the effect on vesicle function (if any) produced by this poly-

dispersity; vesicles with R = 16 nm and R = 24 nm (Fig. 2.2 (A)) differ by more than

a factor of two in surface area and a factor of three in volume. Amongst other things,

such differences in surface area and volume may have important consequences for the

spatial (and functional) arrangement of trans-membrane domain proteins in the vesi-

cle and for neurotransmitter content. It remains unclear whether the number of SV

proteins scales with vesicle size. However, it is unlikely that vesicles retain a constant

number of proteins during their lifetime. Recent studies suggest an exchange of pro-

teins with the plasma membrane during exocytosis (89). We favor a model in which

SV composition is effectively variable, with slight infidelities in the recycling process,

which are likely to occur under conditions of intense activity, being tolerated. In this

respect, the large numbers of essential trafficking proteins on an average SV are under-

standable as it allows for a comfortable safety margin during cycling. It needs to be re-

membered, however, that the concentration of neurotransmitter in the vesicle appears

to be determined, to some extent by the copy number of transporters. This might be

one source of variation in the post-synaptic response to single vesicle release events.

An other source of variation may relate to vesicular volume – although the situation is

not entirely clear and may depend on neurotransmitter type. For instance, a clear de-

pendence on vesicle size was found for serotonin content, while no such dependence

was found for glutamate (90).

After quantification of polydispersity on an absolute scale, mass on an absolute scale,

m(R), can be attributed to a vesicle of a given size. This calculation is based on the

calibrated SAXS intensities, as well as the proportionality between scattering length

density and mass density (based on a fixed stoichiometry of protons on the scale of the

resolution of the experiment). Accordingly, the dry mass of a SV of radius R = 21 nm is

32.5×10−18 g and its theoretical buoyant density is 1.05 mg/ml – lower than the value of

1.10 g/ml determined experimentally by equilibrium density-gradient centrifugation

(14). At present, we are unable to reconcile these two values (15).

Let us now consider the relative contributions to the measured SV SAXS curves of pho-

tons scattered from particles belonging to the two branches of the polydispersity func-

tion p(R), namely SVs and larger membranous particles, which can be considered as

a contamination. Importantly, the relative scattering contributions of particles, and

parts of particles, of different sizes strongly depend on the considered value of q (17).

The number density of the actual SVs is about 100 times higher than the number den-

sity of the larger particles. The factor of about 10 in size difference of the particles

gives a factor of about 100 in favor of the larger structures, considering the relative

surface areas of the particles. This is because the part of the reciprocal space studied

here contains mainly information about length scales in the order of the thickness of

the protein covered bilayer. This leads to approximately equal numbers of photons

scattered into the measured q-range from particles belonging to either branch of p(R).

Comparing this result to the relative number of photons scattered into the entire reci-

procal space (q-integrated) from the two branches of p(R), this means that about 99 %

of the scattering intensity due to the larger particles is expected to be scattered into

lower q-regions, as compared to the q-interval measured here. The results of these
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considerations correspond well with the contributions from the two branches of p(R)

in the model fit calculation shown in Fig. 4.3, (red lines).

5.1.2 Bilayer Structure

The SAXS data presented here is, by itself, limited due to the low spatial resolution at-

tainable with this technique. The greatest strength of our study relates to the applica-

tion of independently obtained biochemical data in order to develop a coarse-grained

description of the different SV constituents in relation to one another (14). To this

end, we address the electron density profile ρe (r ) from the SAXS analysis, establish-

ing how to interpret the Gaussian chain layers of the model (15). Since SAXS is unable

to reach atomic resolution, the Gaussian chains must be considered as effective scat-

tering centers distributed on the lipid bilayer, which can be considered to represent

very large proteins or protein clusters of known mass (14). The model parameters can

be interpreted beyond the total protein mass, when viewed in terms of the known pro-

tein inventory provided by biochemical analysis (14), while the (effective) length-scale

indicated by the radii of gyration Rg of the Gaussian chains can also be postulated.

According to Takamori et al., the major protein components of an average vesicle iso-

lated from rat brain are (weight % of total SV proteins, copy-number per SV, number

of trans-membrane domains per molecule) synaptophysin 1 (10.2, 31.5, 4), synapto-

brevin 2 (8.6, 69.8, 1), VGLUT (averaged for VGLUT1 and VGLUT2 containing vesicles

– 6.0, 10.0, 10), synapsin 1 (6.0, 8.3, 0), synaptotagmin 1 (7.0, 15.2, 1), Rab3A (2.5, 10.3,

0) and syntaxin 1 (2.0, 6.2, 1). These proteins, which are essential for both exocyto-

sis and neurotransmitter loading, account for approximately 50% of the total SV pro-

tein inventory, corresponding to 151 individual protein molecules with a total of 319

trans-membrane domains. However, as only the dominant isoform was measured for

most proteins including synaptophysin, synaptobrevin and synaptotagmin, the copy-

number of each protein is likely to be higher. When taking into account other proteins,

such as the V-ATPase complex and synaptogyrin, the integral membrane proteins are

likely to contribute almost 600 trans-membrane domains (14). For an average R = 21

nm vesicle, this would equate to approximately 20% of the surface (14) in excellent

agreement with the 21% surface coverage of the Gaussian chains (15).

The V-ATPase is the largest protein on the vesicle and faces outwards. Although it is

only present in one or two copies, its large size means it contributes 1.2% of the to-

tal protein mass. In our model, the Gaussian chains facing outwards contribute about

12.4% of the total mass of a vesicle (see Table 4.4) and thus about 21.1% of the total

protein mass (14). At most 5.7% of the mass represented by the outward facing Gaus-

sian chains can be attributed to the V-ATPase. The remaining 94.3% of the protein

mass in the Gaussian chains cannot be attributed to individual protein components.

First, the individual copy-numbers would be too low. Second, the lateral extension

would be too large. While extended proteins such as synaptobrevin could account

for an 2Rout
g = 11.4 nm extension in the radial direction (91), the corresponding lat-

eral size indicates a clustering of proteins into domain structures as there are too few

(known) large proteins on the vesicle that match the size of the Gaussian chains in the

’in-plane’ direction (15). Interestingly, cholesterol-dependent clustering of the synap-
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tic vesicle proteins synaptobrevin, synaptotagmin and synaptophysin into domains

has been reported in a crude synaptic vesicle preparation (92), suggesting that the fu-

sion apparatus might be concentrated in a specialized membrane patch. This cluster-

ing might have important consequences for vesicle function. For instance, the vesicu-

lar SNARE protein synaptobrevin, which interacts with syntaxin 1 and SNAP-25 in the

plasma membrane to initiate fusion, has a cytosolic length of approximately 10 nm,

as do syntaxin and SNAP-25. Given that SNARE interactions are initiated N-terminally

and proceed towards the C terminus in a zipper-like fashion, thus pulling the mem-

branes together, it is likely that SNARE initiation can proceed from a distance of up

to 20 nm from the plasma membrane, a value consistent with that proposed by single

vesicle tracking experiments in living neurons (91).

5.1.3 Model Dependencies and Ambiguities

In combination with complimentary techniques such as cryo-EM and biochemical

analysis, we have shown that SAXS is capable of elucidating structures of significant

complexity such as synaptic vesicles.

State of the art beamlines have been used to record the SAXS data, which were found to

be highly reproducible (15). As we show in Fig. 4.3, several different isotropic models

have been discussed and have been falsified. After assessment of numerous samples,

we are convinced that the presented effective model representing proteins in a coarse-

grained sense by Gaussian chains is well suited to describe the synaptic vesicles quan-

titatively at the given resolution.

However, possible ambiguities and model dependencies of the results are important

issues which need to be addressed explicitly. We have therefore compared fits with two

independent anisotropic models that share the main features of anisotropic protein

clusters but use different detailed implementations (15, 17). In particular, the clus-

tered proteins are represented by hard spheres in the first, and by Gaussian chains

in the second. Importantly, these two models show qualitatively similar results, and

thus support the main conclusion that an anisotropic model is needed to accurately

describe the SV data. Of course, to some extent the derived model parameters of the

observed clustering effect are different. These differences mark the degree to which

the results depend on the specific formulation of the model, see Table 4.2. The main

conclusions and existence of protein clusters are, however, maintained in a model in-

dependent way.

Models where the proteins are represented by spherically symmetric Gaussian electron

densities as depicted in Fig. 4.5 illustrate the effects that the Gaussian chains parame-

ters, or hard spheres parameters, have on the scattering curve. In an intermediate q-

range, the difference in scattering length of the SV data, when compared to unilamellar

DOPS vesicles, is found to be in excess of two orders of magnitude (17).

Importantly, least squares model fits to the DOPS data yield almost identical results

for a spherically symmetric model with a symmetric density profile of three coupled

Gaussians (Fig. 4.5, dashed cyan line), and a model with Gaussian chains attached to

the profile (Fig. 4.5, solid light green line). Interestingly, the number of Gaussian chains

in the later model is zero for the best fit (within the numerical precision). Models with
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significant amounts of attached Gaussian chains with parameter values similar to the

ones from the corresponding optimized SV model can be falsified against the DOPS

data (Fig. 4.5, solid brown line, and solid purple line).

The mathematical model utilized to fit the experimental data contains 12 parameters

to account for the structural complexity of the SV sample. Given the high complexity

of the system, the high number of data points (up to 763) and the wide q-range of

the data, a model form factor fit with 12 parameters is perfectly justified. We have

verified that the model components are both necessary and sufficient to accurately

describe the data, see also the reduced model fits, as well as the alternative model fits

in Fig. 4.3 and Fig. 4.5. None of the contributions are marginal, neither within the

model structure of one particle, nor considering the two branches of the polydispersity

distribution p(R).

In addition, the values for several parameters can be constrained fairly well due to in-

formation from cryo-EM and additional biochemical knowledge. The fact that SVs are

known to have a unilamellar bilayer structure with incorporated and attached proteins

introduces several constraints to the model parameters. Further, the size distribution

of the larger particles can be estimated, at this point only qualitatively, by cryo-EM. The

investigated q-range is not very sensitive to the precise size of particles in the size range

of the larger particles. Due to the heterogeneous nature and broad size distribution of

these particles, pronounced features at lower q regions cannot be expected. Particular

features outside the measurement interval do not appear in the model calculations,

either at small or at high q, i.e. the measurement range (after stitching different de-

tector distances) was well adapted. In particular, the heterogeneous nature and broad

size distribution of the larger particles suppressed any pronounced features at lower

q-ranges.

5.2 Model Entropy Considerations

Protein clusters on the SV membrane indicate a state of higher ordering and thus a

smaller value for the entropy when compared to a SV with proteins being randomly

distributed over 4π. Thus, energy would be gained by cluster disintegration, a process

which might take place upon fusion of the SV with the plasma membrane and might

provide energy needed for driving the membrane fusion. Such processes might be re-

lated to membrane curvatures, too.

To estimate the entropy gain due to disintegration of clusters on the SV, a microcanon-

ical model of the protein decorated SV membrane is investigated.

5.2.1 Cluster Formation and Disintegration

The proteins on the average SV are organized in clusters, forming micro-domains on

the SV, consisting of protein trans-membrane domains (TMDs) (15, 17). Some proteins

may remain clustered (93) after fusion of the SV with the plasma membrane of the

presynaptic cell, and corresponding micro-domains may persist at least partially on

the plasma membrane.
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However, it seems likely that at least part of the protein micro-domains disintegrate

at least partially upon fusion of the SV with the plasma membrane. Disintegration of

protein clusters leads to an increase of the number of possible distinguishable states

of the different lipids and proteins on the SV, and thus to an increase of entropy and a

gain of free energy.

Here we speculate that the gain in free energy due to possible disintegration of protein

clusters on the SV upon fusion of the SV with the plasma membrane might provide

energy necessary to drive the fusion reaction of the SV membrane with the plasma

membrane. Disintegration might also be energetically advantageous due to different

membrane curvatures of the SV membrane and the plasma membrane, considering

possible differences in the intrinsic curvatures of clustered proteins and freely diffusing

proteins in the SV, or in the plasma membrane.

Here, we estimate the expected gain in free energy due to disintegration of protein

clusters by employing a simple model calculation.

5.2.2 Model

The entropy of the SV is calculated in a micro-canonical approach by modeling the

SV by a system composed of nLD independent and indistinguishable lipids in each

membrane leaflet, or lipid dimers facing each other with their tails, nT MD independent

and indistinguishable free protein TMDs (not clustered), nSC independent and indis-

tinguishable small protein clusters, and nLC independent and indistinguishable large

protein clusters, according to the SV model structure given in Table 4.4 in section 4.6.

The number of TMDs per protein cluster is calculated by assuming an area of 1.50 nm2

per TMD (as estimated from the tree-dimensional structure of the helical membrane

proteins aquaporin-1 and ClC chloride channel (14)), yielding approximately 21 TMDs

per small cluster and approximately 68 TMDs per large cluster. The number of lipid

molecules in one leaflet is calculated to be approximately 5004 by assuming an area of

0.65 nm2 per lipid (94), and considering that 79 % of the surface area of a sphere with a

radius of 18.1 nm (middle of bilayer for most frequently occurring SV radius) are cov-

ered by lipids. The total number of TMDs in the protein clusters is calculated to be 541,

assuming 13 small clusters and 4 large clusters composed of TMDs, which compares

well with the value of approximately 600 TMDs per SV, as suggested on the basis of bio-

chemical data (14). Note that the number of clusters assumed here has been obtained

by rounding the numbers given in Table 4.4 to natural numbers.

The number of different states Ω considering the number of distinguishable possibili-

ties to distribute nLD lipids, nT MD free TMDs, nSC small clusters, and nLC large clusters

to nBOX distinguishable boxes, with nBOX =
∑

i
ni and i = LD, T MD, SC , LC , is given

by

Ω=
(
∑

i ni

)

!
∏

i (ni )!
, (5.1)

with i = LD, T MD, SC , LC .

The entropy S is defined by
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S = kB lnΩ , (5.2)

with the Boltzman constant kB ≈ 1.314×10−23 J/K. Further, considering the Helmholtz

potential F ≡ U (T ) = U −T S, the difference of free Energy ∆U in units of kB T for a

system in two states i and f, with a difference of entropy ∆S = S f −Si is given by

∆U =
∆S

kB
. (5.3)

The numerical calculations were performed in MATLAB. The Stirling approximation

ln(M !) ≈ M ln(M)−M was employed for M > 20 for the calculation of ln(M !). Further

details on the MATLAB code are given in the appendix.

5.2.3 Results

Complete disintegration of one of the 4 large clusters yields a system with nLC = 3,

nT MD = 68, nSC = 13 (unchanged), nLD = 5004 (unchanged), and nBOX = 5088 (as

compared to nBOX = 5021 for the initial system). The system has gained free energy

in the order of ∆U ≈ 354 kB T . Correspondingly, complete disintegration of one of the

13 small clusters would give about ∆U ≈ 130 kB T to the system. Complete disinte-

gration of all clusters yields a system with nLC = nSC = 0, nT MD = 541, nLD = 5004

(unchanged), and nBOX = 5545, which has gained free energy in the order of ∆U ≈
1654 kB T .

Discussion and Conclusions

Formation or breakage of a covalent bond costs in the order of |∆U | ≈ 100 kB T . Thus,

the calculated free energy gain of ∆U ≈ 354 kB T due to disintegration of one of the

large protein clusters on the SV corresponds to the energy needed to break up approxi-

mately 4 covalent bonds, and the disintegration of one small cluster corresponds to the

energy needed to break up approximately 1 covalent bond. The calculated free energy

due to total disintegration of all clusters corresponds to the energy needed to break up

approximately 17 covalent bonds.

Thus this very simplistic model calculation supports the speculation, that free energy

gained due to an increase of entropy on the SV might influence the fusion reaction

significantly. The entropy gain would follow from the disintegration, or partial disinte-

gration, of protein clusters on the SV upon fusion of the SV with the plasma membrane.

In conclusion, the hypothesis that the fusion reaction of the SV with the plasma mem-

brane is significantly influenced by entropic effects related to ordering and disordering

of proteins on the SV cannot be rejected on the basis of the considered model.

5.3 Conclusions

The scattering model used here is in excellent agreement with the SAXS data, using

parameters that are consistent with published electron microscopy, biochemical and

physiological data. At the same time the resulting model was obtained independently

of other analytical techniques. This study thus confirms pre-existing ideas about the
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main structural features of SVs and adds important refinements, such as the presence

of protein micro-domains, indicating a state of higher ordering and thus a smaller

value for the entropy when compared to a SV with proteins being randomly distributed

over 4π. Free energy gained due to an increase of entropy on the SV related to disin-

tegration, or partial disintegration, of protein clusters on the SV might influence the

fusion reaction significantly. To the best of our knowledge, this is the first time SAXS

has been successfully applied to a functional (heterogeneous) organelle and raises the

distinct possibility that SAXS analysis (when applied in combination with other analyt-

ical approaches) will provide a useful means to analyze other biological membranes.
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This chapter describes ex vivo fusion systems which employ native synaptic vesicle or-

ganelles isolated from rat brain, and small unilamellar proteo-liposomes with reconsti-

tuted t-SNARE membrane proteins. Recent results from interaction and fusion systems

consisting of native SVs or proteo-liposomes interacting with a planar lipid Langmuir

film at the water–air interface, or a solid supported lipid bilayer are briefly reported and

discussed (Section 6.1) and the sample preparation of proteo-liposomes is addressed

(Section 6.2). We show that the size increase due to fusion of proteo-liposomes with

native SVs can be quantified by dynamic light scattering (Section 6.3). A Gedanken-

experiment reveals that SAXS seems likely to resolve details of the structural changes

associated with fusion of native SVs with proteo-liposomes (Section 6.4).

6.1 Introductory Considerations

Cell free fusion systems provide the means to study the principles of membrane in-

teraction and fusion at systems with reduced complexity when compared to living

cells (95). The fusion systems consist of reconstituted membranes, and/or may employ

native membrane structures isolated from living cells or animals (96). Further, phys-

ical and chemical conditions of cell free fusion systems can be tightly controlled and

manipulated allowing to study fusion under different physiological and pathological

conditions. Thus, cell free fusion systems are important tools to elucidate the physical

and biochemical principles of membrane trafficking in cells.

In recent studies, we investigated cell free systems where the target membrane is rep-

resented or mimicked by a solid supported lipid bilayer, or a lipid Langmuir film at the

air–water interface (Sajal Kumar Ghosh29, et al. (18)). SVs isolated from rat brain are

added and interact with the solid supported bilayer in aqueous buffer solution, or SVs

are injected into the aqueous subphase and interact with the lipid monolayer.

Figure 6.1 (A) shows a cartoon illustrating a SV interacting with a lipid Langmuir film.

The SVs are added into the subphase after the preparation of the lipid Langmuir film.

(B) shows a cartoon illustrating a SV interacting with a solid supported lipid bilayer.

The SVs are added to the aqueous buffer covering the lipid bilayer.

Both the solid supported bilayer and the Langmuir film exhibit a planar geometry.

Thus, their structure can be probed with high spatial resolution by x-ray reflectivity,

and grazing incidence diffraction (GID). Using these systems, we investigated the ef-

fects of the lipid phosphatidylinositol 4,5-bisphosphate (PIP2) on membrane inter-

action and fusion when added to the solid supported bilayer, or the lipid Langmuir

film (18).

Figure 6.2 shows electron density profiles parallel to the sample surface normal ob-

tained by fitting box-models to Fresnel normalized x-ray reflectivity data from solid

supported bilayer systems and Langmuir films, in the absence or presence of SVs. (A)

DOPC bilayer (solid red line) and DOPC bilayer with added SVs (dashed black line),

both electron density profiles obtained by fitting a six box-model to the reflectivity

data. (B) DOPC/PIP2 (4:1) bilayer (solid red line, six-box model) and DOPC/PIP2 (4:1)

29 Institut für Röntgenphysik, Georg-August-Universität Göttingen
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Figure 6.1: Model of the experimental system. (A) SVs injected in the subphase of a

lipid monolayer formed at the air-water interface. (B) SVs pipetted on top of a lipid

bilayer formed on a solid support. The respective electron density profiles (ρ(z)) of

the lipid monolayer and the bilayer are also shown in (A) and (B), the z-axis being

parallel to the sample normal. τ is the tilt angle of the lipid molecules in the gel

phase. Figure adapted from (18).

bilayer with added SVs (dashed black line, eight box-model). (C) DPPC Langmuir film

(solid red line) and DPPC Langmuir film with added SVs (dashed black line). (D) DPPC/

PIP2 (5 mol %) Langmuir film (solid red line) and DPPC/PIP2 (5 mol %) Langmuir film

with added SVs (dashed black line). SVs were injected into the aqueous sub-phase of

the Langmuir film, which was at a surface pressure of 30 mN/m. Two-box models were

fitted to the monolayer reflectivity data sets; one box corresponding to the head-group

region, and one box corresponding to the tail region.

We found that SVs interact with the planar lipid systems, and the interaction is signifi-

cantly enhanced by the presence of PIP2. The interaction can be further enhanced by

addition of physiologically meaningful amounts of [Ca2+] (18). A characteristic thick-

ening of the lipid bilayer, and an increase of electron density of the upper lipid leaflet

were observed for the solid supported bilayer system. Correspondingly, a character-

istic thickening of the lipid Langmuir film, and an increase of the electron density of

the head region were observed for the lipid monolayer system. Thus, we showed that

x-ray reflectivity and GID have great promises studying the interaction of trafficking

organelles with their target membranes in cell free systems (18).

However, the used planar lipid systems mimicking the SV target membrane have short-

comings, and questions remain to which extent these systems mimic the actual phys-

iological processes present in vivo. For example, the lipid Langmuir film can only

mimic one leaflet of a target membrane in vivo, and there are concerns that the be-

havior of the solid supported bilayer may be biased by the solid support, which may

be decreased but not totally eliminated by employing soft cushions underneath the

bilayer (97).

Other cell free fusion systems do not exhibit these shortcomings as the target mem-

brane is represented by the lipid bilayer of a small unilamellar vesicle, dispersed in

aqueous buffer. Membrane proteins can be reconstituted into the lipid bilayer of the

lipid vesicles (proteo-liposomes).
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Figure 6.2: Electron density profiles obtained by fitting box-models to Fresnel nor-

malized x-ray reflectivity data. (A) DOPC bilayer (solid red line) and DOPC bi-

layer with added SVs (dashed black line). (B) DOPC/PIP2 (4:1) bilayer (solid red

line) and DOPC/PIP2 (4:1) bilayer with added SVs (dashed black line). (C) DPPC

Langmuir film (solid red line) and DPPC Langmuir film with added SVs (dashed

black line). SVs were injected into the aqueous sub-phase of the Langmuir film.

(D) DPPC/PIP2 (5 mol %) Langmuir film (solid red line) and DPPC/PIP2 (5 mol %)

Langmuir film with added SVs (dashed black line). SVs were injected into the aque-

ous sub-phase of the Langmuir film. Figure adapted from (18).
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Proteo-LiposomeSynaptic vesicle

Figure 6.3: The model experimental system. Synaptic vesicles (SVs) upon interacting

with small unilamellar model proteo-liposome (PL). Figure adapted from (18).
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Figure 6.3 shows a cartoon illustrating a SV interacting with a small unilamellar lipid

vesicle (proteo-liposome) with reconstituted membrane proteins, depicted by spheri-

cal blobs (blue).

Here we address a cell free fusion system where SVs isolated from rat brain (14) in-

teract, and eventually fuse with small unilamellar lipid vesicles with reconstituted t-

SNARE proteins Syntaxin 1 and SNAP-25A (proteo-liposomes) (96), (Section 6.2). We

show that the size increase and the number of fusion events of proteo-liposomes fusing

with SVs can be quantified by DLS by determining the size distribution function of the

individual particles before fusion, and of the fusion products (Section 6.3). Further,

we present calculated scattering curves revealing the applicability of SAXS to study

the fusion pathway of SVs and proteo-liposomes directly on a structural level (Sec-

tion 6.4). Further, conclusions resulting from the DLS experiments, and the calculated

SAXS curves are summarized (Section 6.5).

6.2 Samples

Small unilamellar proteo-liposomes (PLs) were prepared by Matthew Holt29 by mixing

lipids in chloroform giving molar ratios (given in brackets) resembling that of native

biological membranes according to (14), i.e. phosphatidyline (5), phosphatidylethano-

lamine (2), phosphatidylserine (1), phosphatidylinositol (1). Unlabeled phosphatidyl-

ethanolamine (PE) was partly substituted by N-(7-nitro-2,1,3-benzoxadiazol-4-yl) PE

(NBD-PE) and Rhodamine-PE (lipid dequenching), since the same samples were used

in fluorescence-based assays, too (96). After dyeing, lipids were resuspended in HB100

buffer (100 mM KCl, 1 mM DTT, 25 mM HEPES [pH 7.4, KOH]) with 5 % sodium cholate

at a total lipid concentration of 13.5 mM. SNARE proteins (Syntaxin 1 and SNAP-25A)

were cloned with rat (Rattus norvegicus) sequences as templates and expressed in E.

coli, and subsequently purified (98). SNARE proteins were added at a physiologically

relevant SNARE to phospholipid molar ratio of 1:300 (14) to the cholate micellar so-

lution. Detergent was removed by gel filtration chromatography on a SMART system

with a PC 3.2/10 Fast Desalting column (GE Healthcare). For further details on the

proteo-liposome preparation see (96) and corresponding on-line supplemental data.

Synaptic Vesicles were purified by Matthew Holt29 from rat brain, following the proce-

dure described before, see section 2.3.

6.3 Dynamic Light Scattering

We show that DLS is capable to detect and quantify the size increase of small unilamel-

lar proteo-liposomes (PLs) which are fused in a SNARE dependent manner with SVs

forming a prototypic cell free model fusion system (16).

6.3.1 Experiments

SV and PL dispersions were diluted and filled in glas cuvettes as described above, see

section 2.6. For the fusion experiments, a SV stock solution of 4.56 mg /ml protein

29 Department of Neurobiology, Max Planck Institut für Biophysikalische Chemie, Göttingen, Germany
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concentration is diluted with degassed aqueous buffer (see above) to a total protein

concentration of 0.83 µg /ml . For the fusion reactions, Syntaxin 1/SNAP-25 proteol-

iposomes (NBD-Rhodamine labeled) are added to the SV solutions at similar total mass

concentration as the SVs (96), leading to particle number ratio of about 1:1. Fusion

activity was checked in a similar manner like in (96) by fluorescence dequenching as-

says, and the size increase of the fused SV/liposomes as determined by cryo electron

microscopy (data not shown). For the inhibited fusion reactions, SVs are incubated

for 60 min at 37◦C in HB100 with Tetanus toxin (TeNT), which targets Synaptobrevin,

in a molar ratio of 1:50 with regard to the concentration of Synaptobrevin (96). TeNT

was expressed by Matthew Holt30 in bacteria and purified with Ni2+-NTA chromatog-

raphy (99–101). Concentrations were determined with UV absorption, and proteolytic

activity was tested immediately before use in experiments (96). Control samples were

incubated under similar conditions in HB100 (no addition of TeNT). Absence of fusion

activity for the samples of the inhibited fusion reaction, and the control samples, was

checked by fluorescence dequenching assays and cryo-EM (data not shown).

The SV particle number was calculated based on the protein mass of the SVs in the

sample, assuming monodisperse SVs with a radius R = 21 nm. Particle numbers for

the PLs were calculated from the total lipid mass, assuming 100% efficiency in PL for-

mation, and a monodisperse population with radius R = 21 nm.

6.3.2 Results

Figure 6.4 shows the size distribution functions p(R) from ensembles of PLs (blue squares,

solid line), native SVs (red circles, solid line) as well as the product of a fusion reaction

between PLs and SVs (cyan triangles, dashed line) and a corresponding control (ma-

genta crossed, dashed line) with TeNT treated SVs added to PLs, as obtained by DLS.

The data has been analyzed using the ALV software, employing zero order regulariza-

tion and describing the particles as hard spheres.

The normalized size distribution functions pn(R) of all four samples are similar in

shape and width. The most frequent radii of both the PL and SV samples are about

21 nm. The size distribution of the fusion products is shifted towards larger radii (max-

imum around 31 nm) when compared to the size of the SV or PL ensembles. As ex-

pected, TeNT treatment of the SVs decreases this shift significantly (maximum around

24 nm), effectively inhibiting fusion between SVs and PLs.

Table 6.1 gives the most frequent radii and a characteristic number N (per PL) of fu-

sion events of PLs and SVs, calculated from the shift of the most frequent radius when

compared to the PL sample.

6.3.3 Conclusions

The typical size increase of small unilamellar proteo-liposomes with reconstituted SNARE

proteins exhibited after SNARE mediated fusion with SVs, can be resolved and quanti-

fied by DLS (Fig. 6.4). Scattering techniques allow to obtain information averaged over

a fairly large number of particles as compared to single particle imaging techniques

30 Department of Neurobiology, Max Planck Institut für Biophysikalische Chemie, Göttingen, Germany
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Figure 6.4: DLS data of native SV ensemble (red circles, solid line), PL preparation (blue

squares, solid line), mixture of SVs plus PLs (cyan triangles, dashed line) and TeNT

treated SVs plus PLs (magenta crosses, dashed line).

Table 6.1: Model parameters as obtained from the fusion experiments by inversion of

DLS data. Most frequent radius R (nm) of particles. From ∆ R a characteristic num-

ber of fusion events N (per PL) is calculated by assuming conservation of particle

surface areas, and size homogeneity of SVs, PLs and fusion products, respectively.

Sample R (nm) N (per PL)

SVs 21 –

PLs 21 –

SVs + PLs 31 1.2

SVs + PLs + toxin 24 0.3



72 Towards Cell Free Fusion Systems

like cryo-EM in reasonably short times (here in the order of 100 s). It seems feasible

to significantly increase time resolution reaching values in the order of a few seconds.

The needed sample volumes are relatively small (about 1 ml with an concentration of

about 1 µg/ml) and the sample can be reused.

6.4 Small-Angle X-Ray Scattering

6.4.1 Gedankenexperiment

SAXS has opened up the possibility to study SV ensembles structurally under quasi-

physiological conditions (15, 17), avoiding invasive sample preparation steps needed

for other techniques such as electron microscopy. It appears that SAXS is suited to

study structurally the fusion process of SVs with model membrane systems, mimick-

ing the synaptic membrane in neurons, such as liposomes or proteo-liposomes (PLs).

Thus, we consider here calculated scattering curves and how they compare to SAXS

data from SVs to illustrate the expected outcomes of Gedankenexperiments, where

SVs and PLs are mixed together and eventually fuse to form hybrid SV-PL vesicles (18).

Conservation of SV and PL surface area is assumed for the fusion process. Further it

is assumed that all particles of the two initial polydisperse populations fuse, and that

fusion probabilities are independent of the sizes of the fused particles, i.e. the popula-

tion of the fused hybrid particles (fusion product) of the two polydisperse populations

will exhibit, in general, a larger polydispersity when compared to the polydispersities

of the two initial populations. The parameter values of the local structure of the deco-

rated bilayers are assumed to be conserved in all particles, both before and after fusion.

6.4.2 Resulting Calculated Scattering Curves

Figure 6.5 (A) shows data I (q) vs. q from SVs in aqueous buffer (open circles, black),

and a least-squares fit of a form factor model to the data (full line, red), as published

in (15). The anisotropic model consists of a symmetric core profile (three concentric

Gaussians) with attached Gaussian chains (solid red line, reduced χ2 = 2.84) on both

sides of the bilayer profile. A sketch of a real space model corresponding to the least-

squares fit of the form factor is shown in figure 4.1 (B). Pure PLs (dashed line, blue),

assuming similar decorated bilayer structure, shape and size distribution as in the op-

timized SV model lead to a fairly similar scattering curve as compared to the SAXS data

from SVs. However, since no larger contaminant particles are present, the scattering

curve levels off faster towards small q values, and the shoulder at q ≈ 2×10−1 nm−1, due

to the washed out first form factor minimum, is more pronounced. A mixture of non-

interacting SVs and PLs (full line, violet) leads to a very similar calculated scattering

curve when compared to the SV SAXS data. However, the feature at q ≈ 2×10−1 nm−1

is somewhat more pronounced. Fusion assays, where equal numbers of SVs and PLs

are fused together (full line, green), as well as number ratios of 1:2 (SVs:PLs) lead to dis-

tinct scattering curves when compared to the SV SAXS data. The shoulder appearing

at q ≈ 2×10−1 nm−1 in the SV SAXS data moves significantly towards smaller q values,

and gets increasingly pronounced.
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Figure 6.5: (A) SAXS data from SVs (open circles, black, ×100), model fit to the SAXS

data (full line, red, ×100), and calculated scattering curves of proteo-liposomes

(PLs) (dashed line, blue, ×100), of a mixture of non-interacting SVs and PLs (full

line, violet, number ratios 1:1, ×10−1), of SVs fused with PLs (full line, green, num-

ber ratios 1:1, ×10−2), and SVs fused with PLs (full line, black, number ratios 1:2,

×10−3). (B) Size distributions employed in the model calculations depicted in (A).

The right hand part of the size distributions plotted in black is part of all size dis-

tributions depicted by solid lines (full line), i.e. all size distributions are bimodal,

except the case of the pure PLs (dashed line, blue). Figure adapted from (18).
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Figure 6.5 (B) shows the size polydispersity distribution functions p(R) employed in the

model calculations shown in (A). For all models involving SVs, a bimodal size polydis-

persity distribution function p(R) was used, with one branch corresponding to cryo-

EM data on the size distribution of the SVs, the PLs or the fusion products, and a second

branch corresponding to larger membranous particles, modeled by a Gaussian distri-

bution, as detailed in (15). Details on the SV form factor and the optimized parameter

values obtained from the fit to the SV SAXS data which have been employed here, are

given in (15, 17).

6.4.3 Conclusions

Calculated SAXS curves from the fusion product of SVs and PLs are found to be well

distinct when compared to calculated SAXS patterns from a non-interacting mixture

of SVs and PLs, or experimental SAXS data from SVs only. Further, it can be expected

that docking (102), or aggregation, of the SVs and PLs would lead to distinct scattering

patterns as compared to both the mixture of non-interacting SVs and PLs, and fused

SV-PL. Thus, SAXS should be an ideal tool to discriminate between docking, hemi-

fusion and fusion of SVs with PLs directly at a structural level. Other techniques rou-

tinely used to detect lipid mixing of fused or hemi-fused vesicles are typically based on

fluorescence dequenching assays. While being faster and cheaper when compared to

SAXS, these techniques do not provide direct structural information, and typically do

not readily allow to distinguish between hemi-fusion and fusion of vesicles.

6.5 Conclusions

DLS is found to be a fast and reliable method which is capable to follow and quantify

SNARE dependent fusion between small unilamellar proteo-liposomes and SVs under

quasi-physiological conditions in a cell free fusion system. A Gedankenexperiment

reveals that synchrotron based SAXS should be an ideal tool to elucidate the time re-

solved structural details on the nm scale of the fusion processes, including transient

hemi-fusion structures in such ex vivo model fusion systems.
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The aim of this thesis was

(i) to contribute to the understanding of the synaptic vesicle (SV) structure, and to

the understanding of the processes of neuronal exocytosis and endocytosis, promi-

nent examples of membrane trafficking in cells, (ii) to prepare and to characterize

samples of SVs isolated from rat brain suited for investigation by small-angle x-ray

scattering (SAXS), and to record solution SAXS data from SV dispersions under quasi-

physiological conditions, (iii) to develop structural models for SVs, to calculate the

corresponding scattering form factors, and to optimize and to falsify these form fac-

tors against experimentally determined scattering curves from SVs, (iv) to contribute

to the understanding of fusion pathways by developing new approaches for structural

investigation of cell free fusion systems.

In Chapter 2, an introduction to SVs, and to the isolation procedures of SVs from rat

brain was given. Procedures have been presented and discussed to characterize and

further enhance the purity of the SV ensembles, including cryogenic electron micros-

copy (cryo-EM), dynamic light scattering (DLS) and asymmetric-flow field-flow (AFFF)

fractionation. Further, a preparation protocol of SV samples suited for solution SAXS

experiments has been presented.

In Chapter 3, synchrotron based SAXS experiments have been presented, including

the procedures employed for applying the instrumental corrections to the scattering

data. Scattering curves from several individual SV samples have been recorded at two

synchrotrons revealing high reproducibility of the data. No aggregation and no pro-

nounced interaction potential was observed for the SVs of the investigated SV disper-

sions.

In Chapter 4, an introduction to kinematic scattering theory was given, and model in-

dependent as well as model based data analysis approaches were elucidated. Differ-

ent isotropic and anisotropic structural models of SVs were developed, and the cor-

responding form factors were calculated. Further, a generalization of the form factor

models was presented. Subsequently, the model form factors were optimized and fal-

sified against SAXS data of SV dispersions under quasi-physiological conditions. All

isotropic models were rejected, while anisotropic models were found to be in excellent

agreement with a variety of experimental data of SVs, including SAXS data, cryo-EM

data, biochemical data on the stoichiometry of the SV, and structural data of individ-

ual proteins on the SV. SAXS data from model liposomes and protease treated SVs were

analyzed to investigate and assess how the model reflects distinct structural changes

of the samples.

In Chapter 5, an interpretation and discussion of the different SV models were given,

addressing in particular the size polydispersity distribution and the bilayer structure.

Proteins were found to be clustered, forming micro-domains on the SV. Possible model

dependencies and ambiguities were discussed. Model entropy considerations were

presented revealing that entropic contributions originating from protein cluster for-

mation and disintegration may play important roles to provide free energy needed for

driving fusion of the SV with the plasma membrane.
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In Chapter 6, a cell free fusion system was presented consisting of SV isolated from rat

brain, and proteo-liposomes with reconstituted t-SNARE proteins. Dynamic light scat-

tering was used to determine the size distribution of these particles, and to quantify

the size increase associated with fusion of SVs with proteo-liposomes. A Gedankenex-

periment with calculated scattering curves reveals that small-angle x-ray scattering is

likely to resolve the fusion pathway of SVs and proteo-liposomes directly on a struc-

tural level.

In summary, we conclude that direct modeling of solution small-angle x-ray scatter-

ing data, considered in combination with data obtained by other analytical techniques

such as cryogenic electron microscopy, dynamic light scattering, biochemical analysis

and protein crystallography, reveals the heterogeneous structure of synaptic vesicles

isolated from rat brain under quasi-physiological conditions. The overall low resolu-

tion structure of the entire synaptic vesicle has been obtained, elucidating details on

the density profile of the membrane, including contributions from the lipids and pro-

teins, as well as addressing the average conformation and overall lateral organization of

proteins in micro-domains on the average synaptic vesicle under quasi-physiological

conditions.

The organization of the proteins in micro-domains on the SV suggests that entropic

contributions to the free energy due to protein cluster formation and disintegration

may significantly influence the processes of membrane merger and budding in neu-

ronal exocytosis and endocytosis.

The structural information of the SV may contribute to describing and understanding

the processes of membrane fusion, retrieval and recycling, related to neuronal exocy-

tosis, and to membrane trafficking in eukaryotic cells in general.

Further, a Gedankenexperiment reveals that it seems likely that SAXS is suited to study

fusion pathways of cell free fusion systems consisting of synaptic vesicles isolated from

rat brain and proteo-liposomes with reconstituted t-SNARE proteins directly on a struc-

tural level.

A particular advantage of SAXS is the more physiological state of the sample when com-

pared to other techniques, e. g. electron microscopy, typically requiring invasive sam-

ple preparation steps such as fixation or staining which are prone to introduce artifacts

into the analysis. In contrast, SAXS is compatible with a large spectrum of physical and

chemical parameters of the sample such as temperature, pressure, or ion concentra-

tions. The changes induced in the sample by the variation of parameters can be stud-

ied directly on a structural level in real time with up to ms time resolution. A large

number of samples can be collected and compared due to the small sample quantities

needed for high brilliance synchrotron SAXS (on the order of 10−4 to 10−3 µl). Other

techniques like in-house SAXS or transmission electron microscopy would consume

too much time and material, effectively inhibiting the investigation of similar sample

series. Our present SAXS data on synaptic vesicles employs scattering intensities up to

q = 2.7 nm−1. The q-range could be further extended by increasing the final vesicle

concentration through modifications in the purification protocol. A theoretical con-

centration increase of 100-fold should extend the exploitable q-range by a factor of

three, and increase the obtainable resolution to about 0.8 nm. However, at high vesicle

concentrations, effects of inter-particle interactions to the scattering data would need
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to be explicitly modeled, for example by employing a corresponding structure factor in

the data analysis. Such studies should shed light on the nature of the interaction be-

tween synaptic vesicles, including the role of the proteins on the surface of the vesicles.

Further, results from studies of vesicles isolated from wild-type animals could be aug-

mented with studies of vesicles from so-called knock-in and knock-out animals, to ge-

netically manipulate essential components of the system (S. Ahmed, M. Holt, D. Riedel

and R. Jahn, accepted). Furthermore, SAXS could be employed to determine time-

resolved structural changes resulting from membrane interaction and membrane fu-

sion, in combination with microfluidic devices and systems combining top-down and

bottom-up approaches.

With the advent of x-ray lasers delivering ultra short and extremely intensive x-ray

pulses, time resolved scattering experiments at individual organelles and fusion in-

termediates might eventually become possible. In conjunction with computer simu-

lations of coarse-grained models and atomistic models of membrane pore formation

and fusion in the presence of proteins, such experiments would undoubtedly shed

light on the biophysical principles of membrane merger.
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Appendix A MATLAB Source Code

This section presents the essential procedures of the computer programs developed

within the scope of this thesis. The script files are written in the MATLAB programming

language (Version 7.5.0.342 (R2007b), The MathWorks Inc.). In MATLAB, comments

are denoted by the per cent sign, and three points in a row indicate that the respective

command continues on the next line.

A.1 Direct Modeling Dynamic Light Scattering Data

The direct modeling approach of dynamic light scattering (DLS) data presented in sec-

tion 2.6 was implemented in MATLAB. The optimization was carried out by employing

the lsqnonlin routine of the Optimization Toolbox (Version 3.1 (R2006b), The Math-

Works Inc.), dedicated to solve nonlinear least-squares problems. Since the complete

code is too long for this thesis, only the procedure ObjFunVec_DLS.m carrying out the

calculation of the object function (cost function to be minimized), including the form

factor and the size polydispersity calculation, are given here.

A.1.1 ObjFunVec_DLS.m

1 function F = ObjFunVec_DLS( x )

2 % c o s t function to be minimized by ’ lsqnonlin ’ of the

3 % Optimization Toolbox , ( Version 3.1 ( R2006b ) , The MathWorks Inc . )

4

5 % V e s i c l e model : hard s h e l l s ( i s o t r o p i c )

6

7 % e n t r i e s in ve c t o r x

8 % [ s h i f t EM data [nm] ,

9 % sigma Gaussian l ar ge r p a r t i c l e s [nm] ,

10 % position center Gaussian l ar ge r p a r t i c l e s [nm] ,

11 % s c al in g fac t o r Gaussian l ar ge r p a r t i c l e s ( r e l a t i v e to EM data ) ,

12 % g1 ( tau ) at small tau ( coherence fac t o r beta )

13 % g1 ( tau ) at l ar ge tau ( o f f s e t ) ]

14

15 % ge t DLS data to f i t

16 global DATA;

17 y = DATA;

18

19 % parameters EM s i z e d is t r ibu t io n plus Gaussian l ar ge r p a r t i c l e s

20 %

21 % cryo−EM data , s h i f t e d by 3 nm to account fo r proteins on SV

22 x0rEM = ( 1 4 : 1 . 5 : 5 0 ) +x ( length ( x )−5) ;% ve c t o r of r ad ii from cryo−EM data

23 % s i z e p o l y d i s p e r s i t y determined by cryo−EM ( p a r t i c l e number weighted )

24 x0rwEM = [ 0 14 55 107 130 129 64 38 22 9 4 3 0 2 1 0 0 0 1 1 0 0 0 0 0 ] . . .

25 . /max( [ 0 14 55 107 130 129 64 38 22 9 4 3 0 2 1 0 0 0 1 1 0 0 0 0 0 ] ) ;

26 % Gauss d is t r ibu t io n l ar ge r t r ac e p a r t i c l e s

27 x0rGD = ( 1 4 : 1 . 5 : 4 0 0 ) ;

28 x0rwGD = x ( length ( x )−2) . . .

29 *exp(−(x0rGD−x ( length ( x )−3) ) .^ 2/ (2* x ( length ( x )−4) ^2) ) ;

30 % put bimodel s i z e p o l y d i s p e r s i t y function t o ge t h e r

31 x0rw = [x0rwEM,x0rwGD ] ;



88 MATLAB Source Code

32 x0r = [x0rEM , x0rGD ] ;

33

34 % approximated formfactor fo r s p h e r ic al s h e l l s with outer r ad ii x0r and

35 % t h ic kn e s s t , where q = 0.0137 nm̂ −1

36 % approximate sine with 5 terms , and cosine with 6 terms

37 t = 12;% t h ic kn e s s of s h e l l [nm]

38 %

39 % form fac t o r

40 pqa = ( ( . . .

41 (4/3* pi * x0r .^ 3) . * ( ( 3 . / ( x0r *0.0137) .^ 3) . * . . .

42 ( ( 0 .0137.* x0r − (0.0137* x0r ) .^3/ f a c t o r i a l ( 3 ) . . .

43 + (0.0137* x0r ) .^5/ f a c t o r i a l ( 5 ) − (0.0137* x0r ) .^7/ f a c t o r i a l ( 7 ) ) . . .

44 − 0.0137. * x0r . * ( 1 − (0.0137* x0r ) .^2/ f a c t o r i a l ( 2 ) . . .

45 + (0.0137* x0r ) .^4/ f a c t o r i a l ( 4 ) − (0.0137* x0r ) .^6/ f a c t o r i a l ( 6 ) ) . . .

46 ) ) − . . .

47 (4/3* pi * ( x0r−t ) .^ 3) . * ( ( 3 . / ( ( x0r−t ) *0.0137) .^ 3) . * . . .

48 ( ( 0 .0137.*( x0r−t ) − (0 .0137*( x0r−t ) ) .^3/ f a c t o r i a l ( 3 ) . . .

49 + (0.0137*( x0r−t ) ) .^5/ f a c t o r i a l ( 5 ) . . .

50 − (0 .0137*( x0r−t ) ) .^7/ f a c t o r i a l ( 7 ) ) . . .

51 − 0.0137. *( x0r−t ) . * ( 1 − (0 .0137*( x0r−t ) ) .^2/ f a c t o r i a l ( 2 ) . . .

52 + (0.0137*( x0r−t ) ) .^4/ f a c t o r i a l ( 4 ) . . .

53 − (0 .0137*( x0r−t ) ) .^6/ f a c t o r i a l ( 6 ) ) . . .

54 ) ) . . .

55 ) . / ( ( 4 / 3 * pi * x0r .^ 3) −(4/3* pi * ( x0r−t ) .^ 3) ) ) . ^ 2 ;

56

57 % ( form fac t o r ) ^2 * V^2 * s i z e p o l y d i s p e r s i t y d is t r ibu t io n (number weight )

58 x0a_unnorm = x0rw . * pqa . * ( ( 4 / 3 * pi * x0r .^ 3) −(4/3* pi * ( x0r−t ) .^ 3) ) . ^ 2 ;

59 % normalization ( highest peak to 1)

60 x0a = x0a_unnorm/max(x0a_unnorm) ;

61

62 % experimental parameters and physical constants

63 k = 1.38 e−23;% kB [ J / K]

64 T = 295;% T [K]

65 eta = 0.89 e−3*1e−3*1e−3;% v i s c o s i t y [Pa s ] * 1e−6 ( c f . ms, nm)

66 no = 1 . 3 3 ;% n0 [ 1 ]

67 lamda0 = 632.8 e−9;% wave length [nm]

68 theta = 90;% s c a t t e r i n g angle ° [ ]

69

70 % c al c u l at e autocorrelation function of model

71 %

72 % c al c u l at e GAMMA

73 GAMMA = ( ( k*T) . * ( 4 * pi *no* sin ( theta /2) /lamda0) ^2) . / ( 6 * pi * eta * x0r ) ;

74 % c al c u l at e IR

75 IR = ( exp(−1*DATA( : , 1 ) * (GAMMA) ) ) ;

76 % actual calculation

77 z1p = 1/(sum( x0a ( 1 : ( length ( x0a ) ) ) ) ) *sum( x ( length ( x )−1) . * IR . ^ 2 . . .

78 * diag ( x0a ( 1 : ( length ( x0a ) ) ) ) , 2) + x ( length ( x ) ) ;

79

80 % rename and convert

81 r1 = ( z1p ’ ) ;

82

83 % define values fo r experimental e r r o r f of autocorrelation function

84 % sigma estimated from three indipendent measurements

85 % with three individual runs a 30 s e c each

86 % t o t a l measurement time : 3x (3 x30 s e c ) = 270 s e c

87 f = y ( : , 3 ) ;
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88

89 % c al c u l at e c o s t function

90 s = ( ( r1 ’ ) − ( y ( : , 2 ) ) ) . / ( f ) ;

91

92 % normalize c o s t function to obtain reduced chi square

93 % by ’ lsqnonlin ’ optimization ( output as ’ resnorm ’ )

94 % adjust the number of f r e e f i t parameters

95 F = s / sqrt ( length ( y )−3−1) ;

A.2 Direct Modeling Small-Angle X-Ray Scattering Data

The model optimization and falsification against small-angle x-ray scattering data pre-

sented in section 4.6 was implemented in MATLAB. The main procedure calls a func-

tion which loads the background corrected 1D SAXS data from dat files into MATLAB,

combines SAXS data recorded at different detector distances, and subtracts the scatter-

ing curves recorded from a capillary filled with plain aqueous buffer from the scatter-

ing curve of SVs. The final SAXS curve for fitting may be re-binned, and/or multiplied

by q2 by uncommenting the corresponding command lines. The optimization was

carried out by employing the lsqnonlin routine of the Optimization Toolbox (Version

3.1 (R2006b), The MathWorks Inc.), dedicated to solve nonlinear least-squares prob-

lems. The lsqnonlin routine calls the function ObjFunVec_SAXS.m containing the code

for the calculation of the object function. Plotting is handled separately by a dedi-

cated routine. Subsequently, approximate marginal confidence bounds (95 %) for the

parameter values estimated by the nonlinear regression of the models to the SAXS

data were calculated using the nlparci routine of MATLAB Statistics Toolbox (Version

7.5.0.342 (R2007b), The MathWorks Inc.), and the optimized model parameters were

calibrated to an absolute scale.

Since the complete code is too long for this thesis, only the procedure ObjFunVec_

SAXS.m carrying out the calculation of the vectorized object function (cost function

to be minimized), including the calculation of the scattering signal of the bimodal

size distributed model particles employing the anisotropic form factor with Gaussian

chains given in section 4.5, are given here.

A.2.1 ObjFunVec_SAXS.m

1 function F = ObjFunVec_SAXS ( x )

2 % c o s t function to be minimized by ’ lsqnonlin ’ of the

3 % Optimization Toolbox , ( Version 3.1 ( R2006b ) , The MathWorks Inc . )

4

5 % v e s i c l e three Gaussian s h e l l s with gaussian chains on outside and in s id e

6 % ve c t o r iz e d bimodal s i z e p o l y d i s p e r s i t y d is t r ibu t io n

7 % Cryo−EM SV d is t r ibu t io n , plus Gaussian d is t r ibu t e d l ar ge r p a r t i c l e s

8

9 % c al c u l at e s c a t t e r i n g i n t e n s i t i e s fo r a l l ( p o l y d is p e r s e ) populations ,

10 % hand over to F

11

12 % order of paramters in ve c t o r x

13 %
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14 % [ roh s ( headgroups ) ,

15 % roh c ( t a i l r e g i o n ) ,

16 % 0 . 5 * ( t h ic kn e s s s h e l l ) ,

17 % mean radius r0 ,

18 % Gaussian chain s h e l l r e l a t i v e to r0 (+ and −) ,

19 % N c per unit area (nm^2) on thin s h e l l outside ,

20 % chains radius of gyration outside ,

21 % rho Nc , N c per unit area (nm^2) on thin s h e l l inside ,

22 % o ve r al l s c al in g factor ,

23 % constant background ,

24 % width s i z e p o l y d i s p e r s i t y d i s t . ,

25 % c o n t r as t l ar ge p a r t i c l e s ,

26 % s i z e l ar ge p a r t i c l e s ,

27 % chains radius of gyration inside ,

28 % x * ( t h ic kn e s s headgroups ) (1−x ) * ( t h ic kn e s s t ai l gr o u p s ) ]

29

30 % ge t SAXS data to f i t

31 global DATA;%

32 y = DATA;%

33

34 % modulus s c a t t e r i n g ve c t o r

35 q = y ( : , 1 ) ;

36

37 % parameters within v e s i c l e s h e l l

38 % roh s ( headgroups ) :

39 a1 = x ( 1 ) ;

40 % roh c ( t a i l r e g i o n )

41 a2 = x ( 2 ) ;

42 % t h ic kn e s s s h e l l : 0 . 5 * ( headgroup+ t a i l + t a i l +headgroup )

43 a3 = x ( 3 ) ;

44

45 % parameters o ve r al l v e s i c l e

46 % mean radius r0 :

47 b1 = x ( 4 ) ;

48 % position of Gaussian chain s h e l l 1 and 2 r e l a t i v e to r0

49 b2_1 = x ( 3 ) +x ( 7 ) ;% attach chains to s h e l l s u r fac e s

50 b2_2 = x ( 3 ) +x (15) ;% attach chains to s h e l l s u r fac e s

51

52 % N c per unit area (nm^2) on thin s h e l l outside

53 b3_1 = x ( 6 ) ;

54 % N c per unit area (nm^2) on thin s h e l l outside

55 b3_2 = x ( 9 ) ;

56

57 % parameters chains

58 % radius of gyration chains outside

59 c1_1 = x ( 7 ) ;

60 % radius of gyration chains in s id e

61 c1_2 = x (15) ;

62 % rho c ( t o t a l e x c e s s s c a t t e r i n g length per chain = const . ;

63 % rho Nc ( e x c e s s s c a t t e r i n g length chains ; s c a t t e r i n g density =constant )

64 c2_1 = x ( 8 ) *(4/ 3) * pi * ( c1_1 ) ^3;

65 c2_2 = x ( 8 ) *(4/ 3) * pi * ( c1_2 ) ^3;

66 % N c per unit area on thin s h e l l

67

68 % additional parameters

69 % o ve r al l s c al in g fac t o r
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70 d1 = 7.95240000000000 e0*1e−24*x (10) ;%

71 % where 7.9524e−24 = (Thomson s c a t t e r i g n length of e l e c t r o n ) ^2

72 % constant background

73 d2 = x (11) ;

74 % width s i z e p o l y d i s p e r s i t y d is t r ibu t io n

75 d3 = x (12) ;

76

77 % points to sample fo r s i z e p o l y d i s p e r s i t y d is t r ibu t io n

78 % minimal r : r0 − x*d3 ( with x *d3 = const . )

79 % maximal r : r0 − x*d3 ( with x *d3 = const . )

80 b1dlarge = ( ( b1−3*d3 ) : 1 : ( b1+3*d3 ) ) ;

81 b1dus = (10) : 0 . 5 : ( 3 6 ) ;% fo r EM ( fix e d ) s i z e d is t r ibu t io n only

82

83 % Gaussian s i z e d is t r ibu t io n :

84 % width : d3

85 b1dwlarge = x (13) *(1/ sqrt (2* pi *d3^2) ) *exp(−( b1dlarge−b1) .^ 2/ (2* d3^2) ) ;

86

87 % Cryp−EM data

88 % n e gl e c t s 1.3% l ar ge r p a r t i c l e s ( not fu r t h e r s p e c i f i e d )

89 b1dwus = [ 0 2 2 2.5 2.5 3.5 3.5 7.8 7.8 7.7 7.7 13 13 . . .

90 13.4 13.4 9.6 9.6 9.7 9.7 8.5 8.5 6.1 6.1 3.4 3 . 4 . . .

91 3.0 3.0 2.7 2.7 2.0 2.0 0.8 0.8 0.4 0.4 0.5 0 . 5 . . .

92 0.5 0.5 0.3 0.3 0.1 0.1 0.4 0.4 0.5 0.5 0 0 0.1 0.1 0 0 ] ;

93 % smooth EM s i z e d is t r ibu t io n

94 % in t e r p o l at e points in order to c r e at e equally spaced data points

95 % look at q−ranges s e p ar at e l y

96 n1 = length ( b1dus ) ;

97 xx1 = linspace ( b1dus ( 1 ) ,b1dus ( n1) ,100) . ’ ;

98 yy1_eqsp = fi x pt _ i n t er p1 ( b1dus , b1dwus , xx1 , ’ double ’ ,2^ −6 , . . .

99 ’ double ’ ,2^−6, ’ Floor ’ ) ;

100 % fu r t h e r smoothing of data

101 yy1_eqspsm = smooth ( xx1 , yy1_eqsp , 10 , ’ rlowess ’ ) ;

102 % in t e r p o l at e points in order to c r e at e equally spaced data points

103 n = length ( b1dus ) ;

104 xx = linspace ( b1dus ( 1 ) ,b1dus (n) ,50) . ’ ;

105 yy_eqspsmeq = fi x pt _ i n t er p1 ( xx1 , yy1_eqspsm , xx , ’ double ’ ,2^ −6 , . . .

106 ’ double ’ ,2^−6, ’ Floor ’ ) ;

107 % define now f i n a l s i z e d is t r ibu t io n ( only fo r f ix e d (EM) s i z e d i s t . )

108 b1d = [ xx ’ b1dlarge ] ;

109 b1dw = 1.2307969 e9 *[1* yy_eqspsmeq ’ 1* b1dwlarge ] ;

110

111 % define some useful expressions fo r formfactor

112 %

113 % s p l i t parameters within the s h e l l s :

114 % t h ic kn e s s headgroups

115 ds = x (16) *a3 ;

116 % t h ic kn e s s t a i l

117 dc = (1−x (16) ) * a3 ;

118

119 % formfactor amplitude sum of three Gaussian s p h e r ic al s h e l l s

120 %

121 % s c a t t e r i n g volumes corresponding to f1_xy ,

122 % c al c u l at e equivalent to hard s h e l l model :

123 p43 = (4/ 3) * pi ;

124 % outside outer headgrounps :

125 vf1_oh = ( p43 * ( b1d+dc+ds ) .^ 3) ;
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126 % outside outer t a i l r e g i o n :

127 vf1_ot = ( p43 * ( b1d+dc ) .^ 3) ;

128 % in s id e inner t a i l r e g i o n s :

129 v f 1 _ i t = ( p43 * ( b1d−dc ) .^ 3) ;

130 % in s id e inner headgroups :

131 vf1_ih = ( p43 * ( b1d−dc−ds ) .^ 3) ;

132

133 % normalize f1 : normalization factor , equivalent hard s h e l l calculation

134 normf_f1 = ( ( a1 ) * vf1_oh ) + ( ( ( a2−a1 ) ) * vf1_ot ) + . . .

135 ( ( ( a1−a2 ) ) * v f 1 _ i t ) − ( ( a1 ) * vf1_ih ) ;

136

137 % define f1 fo r sum of Gaussian s h e l l s

138 % (meant to mimic centrosymmetric bi l ay e r s t r u c t u r e )

139 % pay extra attention to normalization !

140 %

141 % predefine some matrices :

142 diagq = diag (q) ;

143 diag1q = diag ( 1 . / q ) ;

144 %

145 % define t s and t c to r e l a t e sigma Gaussians to t h ic kn e s s of hard s h e l l s

146 t s = ds / ( sqrt (2* pi ) ) ;

147 tc = 2*dc / ( sqrt (2* pi ) ) ;

148 % f1 i s already normalized in such a way that hard s h e l l equivalent

149 % ( t h ic kn e s s ds , dc ) has to be taken fo r weighting !

150 f1_unnorm = ( ( (4* sqrt ( 2 ) * ( pi ^(3/2) ) ) *a1* t s * . . .

151 ( diag1q * ( diag ( exp(−((q.^ 2) * t s ^2/2) ) ) * . . .

152 ( sin (q * ( b1d−dc−ds /2) ) * diag ( ( b1d−dc−ds /2) ) + . . .

153 t s ^2* diagq* cos (q * ( b1d−dc−ds /2) ) ) ) ) ) + . . .

154 ( (4* sqrt ( 2 ) * ( pi ^(3/2) ) ) *a2* tc * . . .

155 ( diag1q * ( diag ( exp(−((q.^ 2) * tc ^2/2) ) ) * . . .

156 ( sin (q*b1d) * diag (b1d)+ tc ^2*diagq* cos (q*b1d ) ) ) ) ) + . . .

157 ( (4* sqrt ( 2 ) * ( pi ^(3/2) ) ) *a1* t s * . . .

158 ( diag1q * ( diag ( exp(−((q.^ 2) * t s ^2/2) ) ) * . . .

159 ( sin (q * ( b1d+dc+ds /2) ) * diag ( ( b1d+dc+ds /2) ) + . . .

160 t s ^2* diagq* cos (q * ( b1d+dc+ds /2) ) ) ) ) ) . . .

161 ) ;

162 f1 = f1_unnorm* ( diag ( 1 . / normf_f1 ) ) ;

163

164 % Gaussian chains placed on thinsphere_1 and thin sphere_2

165 % use same radius of gyration fo r a l l chains in system

166 % define u = q^2 * Rg_1 , Rg_2 ( _1=OUT, _2=IN )

167 u_1 = ( c1_1 ) ^2*q . ^ 2 ; %u column ve c t o r !

168 u_2 = ( c1_2 ) ^2*q . ^ 2 ; %u column ve c t o r !

169 % form fac t o r f l e x i b l e polymers with Gaussian s t a t i s t i c s ( Debye , 1947)

170 p18_1 = ( 2 * ( exp(−u_1 )+u_1−1) . / ( u_1 .^ 2) ) ; %p18_1 column ve c t o r !

171 p18_2 = ( 2 * ( exp(−u_2 )+u_2−1) . / ( u_2 .^ 2) ) ; %p18_2 column ve c t o r !

172 % function psi ( q*Rg )

173 psi_1 = (1−exp(−u_1 ) ) . / u_1 ; %psi column ve c t o r !

174 psi_2 = (1−exp(−u_2 ) ) . / u_2 ; %psi column ve c t o r !

175 % form fac t o r amplitude t h in s h e l l _ 1 with radius r0 + d + x*Rg ( here x=1)

176 fs_1 = sin (q * ( b1d+b2_1 ) ) . / ( q* ( b1d+b2_1 ) ) ;

177 % form fac t o r amplitude t h in s h e l l _ 2 with radius r0 − d − x*Rg ( here x=1)

178 fs_2 = sin (q * ( b1d−b2_2 ) ) . / ( q * ( b1d−b2_2 ) ) ;

179

180 % c al c u l at e t o t a l e x c e s s s c a t t e r i n g lengths

181 %
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182 % concentric s p h e r ic al hard s h e l l s equivalent to concentric Gaussians

183 % ( without contributions from Gaussian chains ! )

184 r s = normf_f1 ;

185 % one Gaussian chain

186 rc_1 = c2_1 ;

187 rc_2 = c2_2 ;

188 % t o t a l number of chains on s p h e r ic al s h e l l _ 1

189 nc_1 = ( b3_1*4* pi * ( b1d+b2_1) .^ 2) ;

190 % t o t a l number of chains on s p h e r ic al s h e l l _ 2

191 nc_2 = ( b3_2*4* pi * ( b1d−b2_2) .^ 2) ;

192

193 % actual formfactor : pmic

194 pmic =( ( ( f1 ) .^ 2) * diag ( r s ) .^2 + . . .

195 ( p18_1 ) * ( ( nc_1 ) * rc_1 ^2) + ( p18_2 ) * ( ( nc_2 ) * rc_2 ^2) . . .

196 % ( s h e l l−−s h e l l ) ; ( chain_1−−chain_1 ; chain_2−−chain_2 )

197 + diag ( psi_1 .^ 2) * ( ( fs_1 .^ 2) ) * ( diag ( ( nc_1 . * ( nc_1−1) ) * rc_1 .^ 2) ) . . .

198 % chains_on_thinn_shell_1−−chains_on_thinn_shell_1

199 + diag ( psi_2 .^ 2) * ( ( fs_2 .^ 2) ) * ( diag ( ( nc_2 . * ( nc_2−1) ) * rc_2 .^ 2) ) . . .

200 % chains_on_thinn_shell_2−−chains_on_thinn_shell_2

201 + diag ( psi_1 . * psi_2 ) * ( ( fs_1 . * fs_2 ) ) * . . .

202 ( diag ( ( nc_1 . * ( nc_2−1) ) * rc_1 . * rc_2 ) ) . . .

203 % chains_on_thinn_shell_1−−chains_on_thinn_shell_2

204 + diag ( psi_1 ) * ( ( f1 ) . * ( fs_1 ) ) * ( diag ( 2 * ( ( nc_1 ) . * r s ) * rc_1 ) ) . . .

205 % chains_on_thinn_shell_1−−s h e l l

206 + diag ( psi_2 ) * ( ( f1 ) . * ( fs_2 ) ) * ( diag ( 2 * ( ( nc_2 ) . * r s ) * rc_2 ) ) . . .

207 % chains_on_thinn_shell_2−−s h e l l

208 ) * diag ( ( 1 . / ( r s + nc_1* rc_1 + nc_2* rc_2 ) ) . ^ ( 2 ) ) ;

209 % normalization (ATTENTION: rc_1 uneq . rc_2 ! ! )

210

211 % weigh formfactor by s c a t t e r i n g mass square (Mmic^2) to obtain s c a t t e r i n g

212 % i n t e n s i t y ( q) in absolute units

213 pmica = pmic * diag ( ( ( r s + nc_1* rc_1 + nc_2* rc_2 ) ) . ^ ( 2 ) ) ;

214 % normalization (ATTENTION: rc_1 uneq . rc_2 ! )

215

216 % c al c u l at e sum of s i z e d is t r ibu t io n weighted s c a t t e r i n g i n t e n s i t i e s

217 z1p = sum( ( pmica * diag (b1dw) ) , 2) ;% + s c s l a r g e ;

218

219 % sum a l l d i s t r i b u t i o n s t o ge t h e r

220 % add constant background to calculated data

221 ztotp = q ’ . ^ 2 . * ( 1 * d1 * ( ( z1p ’ ) ) + d2 ) ;% fo r f i t t i n g to Iq^2 vs . q data

222 % ztotp = (d1 * ( ( z1p ’ ) ) + d2) ;% fo r f i t t i n g to I vs . q data

223

224 r1 = ztotp ;% rename

225

226 % c al c u l at e c o s t function

227 %

228 % define values fo r e r r o r f ( take experimental couting e r r o r s )

229 f = y ( : , 3 ) ;

230

231 % define ve c t o r valued function fo r minimization by lsqnonlin ( . . . )

232 s = ( r1 ’ − y ( : , 2 ) ) . / f ;

233 % c al c u l at e reduced chi square ( output as " resnorm " by lsqnonlin )

234 F = s / sqrt ( length ( y )−12−1) ;% adjust t o t a l number of f i t t i n g parameters !
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A.3 Model Entropy Calculations

The model entropy calculation presented in section 5.2 was implemented in MATLAB.

The main procedure is main_entropy.m. The function ln_fact.m calculates the log-

arithm of the faculty for a natural number. For numbers larger than 20, the Stirling

approximation is used.

A.3.1 main_entropy.m

1 % Entropie calculation

2 %

3 % define some parameters

4 % areas , [nm^2]

5 area_sv = 4117;% area at middle of bi l ay e r

6 area_lipids_on_sv = area_sv * 0 . 7 9 ;% r e l a t i v e surface coverage LDs

7 a r ea _ l i pi d = 0 . 6 5 ;% area one LD

8 area_tmd = 1 . 5 0 ;% area one TMD

9 area_cl_small = 31;% area of one SC

10 a r ea _ cl _ l a r g e = 102;% area of one LC

11

12 % numbers , [ 1 ]

13 % configuration 1 ( i )

14 num_lipid_1 = round( area_lipids_on_sv/ a r ea _ l i pi d ) ; % n_LD

15 num_tmd_1 = round ( . . .

16 0*( a r ea _ cl _ l a r g e/area_tmd ) . . .

17 + 0*( area_cl_small/area_tmd ) ) ;% n_TMD

18 num_cl_small_1 = 13;% n_SC

19 num_cl_large_1 = 4;% n_LC

20 % configuration 2 ( f )

21 num_lipid_2 = round( area_lipids_on_sv/ a r ea _ l i pi d ) ;% % n_LD

22 num_tmd_2 = round ( . . .

23 4*( a r ea _ cl _ l a r g e/area_tmd ) . . .

24 + 13*( area_cl_small/area_tmd ) ) ;% n_TMD

25 num_cl_small_2 = 0;% n_SC

26 num_cl_large_2 = 0;% n_LC

27

28 % c al c u l at e number of boxes fo r configurations 1 ( i ) and 2 ( f )

29 num_box_1 = round ( . . .

30 num_lipid_1 . . .

31 + num_tmd_1 . . .

32 + num_cl_small_1 . . .

33 + num_cl_large_1 ) ;

34 num_box_2 = round ( . . .

35 num_lipid_2 . . .

36 + num_tmd_2 . . .

37 + num_cl_small_2 . . .

38 + num_cl_large_2 ) ;

39

40 % number of s t a t e s omega

41 % c al c u l at e d i r e c t l y ln (omega) by employing the function l n _ fac t

42 % configuration 1 ( i )

43 ln_omega_1 = l n _ fa ct ( . . .

44 num_lipid_1 . . .

45 + num_tmd_1 . . .

46 + num_cl_small_1 . . .
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47 + num_cl_large_1 ) . . .

48 − l n _ fa ct ( num_lipid_1 ) . . .

49 − l n _ fa ct (num_tmd_1) . . .

50 − l n _ fa ct ( num_cl_small_1) . . .

51 − l n _ fa ct ( num_cl_large_1 ) ;

52 % configuration 2 ( f )

53 ln_omega_2 = l n _ fa ct ( . . .

54 num_lipid_2 . . .

55 + num_tmd_2 . . .

56 + num_cl_small_2 . . .

57 + num_cl_large_2 ) . . .

58 − l n _ fa ct ( num_lipid_2 ) . . .

59 − l n _ fa ct (num_tmd_2) . . .

60 − l n _ fa ct ( num_cl_small_2) . . .

61 − l n _ fa ct ( num_cl_large_2 ) ;

62

63 % c al c u l at e entropie s

64 kB = 1.3806503 e−23;% [ J / K]

65 T = 300;% [K]

66 s_1 = kB*ln_omega_1 ;% [ J / K]

67 s_2 = kB*ln_omega_2 ;% [ J / K]

68

69 % c al c u l at e f r e e energy

70 % Helmholtz p o t e n t ial : F=U[ T ] , F = U − TS

71 delta_U = ( s_2 − s_1 ) *T/ (kB*T) ;% [kB*T ]

A.3.2 ln_fact.m

1 % function l n _ fac t ( x ) c al c u l at e s or approximates ln ( x ! )

2 function y = l n _ fa ct ( x )

3 i f x < 20

4 y = log ( f a c t o r i a l ( x ) ) ;% use F ac t o r ial function fo r natural numbers

5 %y = log (gamma( x+1) ) ;% use Gamma function fo r rational numbers

6 else

7 y = x * log ( x )−x ;

8 end
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