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Electromagnetic moisture measurement technologies have proven to 
be valuable tools in diverse applications. This monograph covers basic 

aspects of nondestructive electromagnetic methods of water content de-
termination and relates to the associated highly multidisciplinary fi eld of 
research and development. It also presents a comprehensive selection of 
relevant fi eld-tested methods and instruments.
The fundamentals of electromagnetic fi eld interactions with dipolar materials 
are briefl y discussed, with special attention towards the dielectric properties 
of water and aqueous solutions. A tutorial and overview of electromagnetic 
measurement methods is presented, including dielectric spectroscopy in 
broad frequency and time domains, as well as dielectric imaging techniques. 
This review is complemented by a demonstration of successful real-world 
implementations for the moisture determination of soils, snow, buildings 
and building materials, food and agricultural goods, as well as various in-
dustrial products. The text is completed by a guide concerning the use of 
reference liquids for the calibration of sensors and instrumentation and by a 
bibliography of more than 850 references.
The monograph is useful as a reference book for researchers and engineers 
and as a textbook for upper-level students interested in the water content 
determination of materials.
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Preface 
 

In the recent past demands of providing the precise water content of mate-
rials have increased continuously. The reasons for this trend are multifac-
eted and include provisions for development related to global climate 
change as well as refinements of many production processes in agricultur-
al, industrial, and civil engineering domains. Electromagnetic techniques 
have proven a favorable tool for moisture determination. Essentially these 
techniques rely on the clear difference between the dielectric properties of 
water and those of other materials. In many cases electromagnetic tech-
niques can be non-invasively employed and remotely operated in automat-
ic modes. They apply to a tremendous range of observations areas. Regions 
of vast sizes may be covered by airborne radar platforms or global naviga-
tion satellite systems for soil moisture or snow cover mapping. As another 
extreme, moisture determination of biochemically or pharmaceutically 
relevant samples at microliter to nanoliter levels is likewise feasible. Elec-
tromagnetic techniques of water content measurement enable fast opera-
tion and are also adapted to long-term observation for continuous moisture 
monitoring.     
     Due to their beneficial features electromagnetic techniques for moisture 
determination have been developed for various fields of application, com-
prising, for example, avalanche forecast as well as precision farming, quali-
ty assessment of building materials as well as moisture adjustment in pa-
per production cycles. Electromagnetic moisture measurement, often re-
ferred to as electromagnetic aquametry, has thus become a highly interdis-
ciplinary field. Design and development of adequate moisture sensors and 
suitable measurement procedures evidently needs expertise in the relevant 
fields of application but also in dielectric measurement methods, micro-
wave and radio frequency engineering, and information technology. Last 
but not least, a certain understanding of the correlation between the struc-
ture and molecular dynamics of the moist materials under consideration 
and their dielectric properties is also essential. In order to facilitate the 
cooperation in different fields of science and development, we present this 
book as an introduction into various aspects of electromagnetic aquametry.  
     The book is intended to be illustrative rather than exhaustive. It depicts 
some basic features in the dielectric behavior of materials and relates these 
features to the interactions between the materials and electromagnetic 
fields. It also reviews general issues of dielectric measurement methods 
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which we believe to be useful when considering the design of special sen-
sors and appropriate measurement techniques for moisture determination. 
A chapter dealing with the dielectric properties of water in its different 
states of interaction is also included. It is intended to provide information 
concerning the adequate modelling of data derived from the electromag-
netic signals when affected by moist materials. Selected applications are 
discussed in order to introduce some proven examples of electromagnetic 
moisture sensors and related measurement methods. Finally, a collection of 
dielectric data for liquids is presented which may serve as reference in cal-
ibration procedures. Preferably data obtained from calibration-free meth-
ods is given. Additionally, most of it has been measured at different labora-
tories and the different series of data agree within the limits of experi-
mental uncertainty. A detailed bibliography is provided in order to assist 
with further reading. 
     We are indebted to Alexander Brandelik, Karlsruhe, who spent much 
time to critically read the manuscript before publication.  We thank Alex-
ander Schaub, Mannheim, for valuable help with editing the book, including 
proofreading and formatting.    
 
 
 
Mannheim, Göttingen, Spring 2016   

                                                                                                   
 

Christof Hübner 
Udo Kaatze 



1     Introduction 

1.1   Water, the omnipresent chemical in nature 

Water is the most abundant and presumably most eccentric chemical on 
our planet. Except bromine and mercury it is the only inorganic liquid 
which appears at standard conditions for temperature and pressure. It is, 
in addition, the sole substance that naturally exists in all three states of 
matter, solid, liquid, and gas. The dynamic equilibrium between these 
states is one reason for the universal importance of water. The steady hy-
drologic cycle, in which water is circulated by evaporation and transpira-
tion from the hydrosphere and precipitated back from the atmosphere, 
exposes geological structures as well as man-made constructions to con-
tinuous attacks by rainfall and rivers. This is true even though about 70% 
of the rainfall immediately evaporates and though the air encloses only 
less than 0.001% of the total water as vapor, clouds, and precipitation. But 
as the water in the atmosphere is turned over 37 times per year the enor-
mous annual precipitation of 2.2·1014 m3 = 2.2·105 km3 results [1, 2].  

The dominating influence of the hydrologic cycle on weather and cli-
mate is undoubted. However, climate is not just controlled by the humidity 
of the air and the moisture content of the soil, but also by the distribution 
of water over oceans, seas, rivers, glaciers, ice caps, and plants. It is inter-
esting in this context that more than 70% of earth’s surface is covered by 
water. Of this water is 96.5% contained in seas and oceans, nearly 1.7% in 
ice caps and likewise about 1.7% in groundwater. We are aware that, albe-
it ice caps hold only a minor part of the total water, changes in their size 
may have dramatic effects on climate. Actually, variations of smaller reser-
voirs, such as the shrinking of the Aral Sea to 10% of its 103 km3 water 
volume in 1955, have a disastrous effect on ecology and economic activity, 
including multiple health and social problems [3].   

The exceeding role of water in the biosphere is already demonstrated 
by the chemical composition of living organisms. Their water content 
ranges from somewhat less than 50% with bacterial spores to about 96% 
with some marine invertebrates. The water content of adult humans 
amounts to 65–70% as mean, with substantial differences between tissues. 
In order to maintain life processes, organisms need a minimum water up-
take. Unfortunately, fresh water, which is imperatively necessary for the 
survival of all ecosystems, is unevenly distributed on earth. Although it is 
estimated to account for 2.6 to 3.5 % of the total water, most of the fresh 
water is contained in ice sheets, ice caps, glaciers, and icebergs. If ade-
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quately distributed, the remaining immediately available amount of fresh 
water from rivers, streams, ponds, lakes, and ground water would be suffi-
cient to account for the needs in all regions of our planet. But as these 
sources are again unequally spread, many regions on earth suffer from a 
lack of potable water.  

Human activity often intensifies apparent decrease in fresh water sup-
ply. Changes in landscape for the use of agriculture, for instance, may 
strongly affect fresh water flow and cycle. Another example is intensive 
irrigation that creates a risk of salinization [4]. For several reasons the 
unimaginably large area of 1.2·105 km2 is subject to desertification every 
year, implying severe ecological damage but again also considerable social 
problems. 

In addition to these global features, water is unavoidably necessary for 
the functions of life processes on molecular and cellular scales. In biologi-
cal systems, molecular activity proceeds almost exclusively in aqueous 
reaction media. The relatively high specific heat and large latent heat of 
evaporation of water is utilized to maintain constant temperature and thus 
to sustain such activities as, for example, enzymatically catalyzed chemical 
reactions. In doing so, water does not just serve as reaction medium and as 
buffer material for temperature stabilization. Due to its ability to discrimi-
nate hydrophilic and hydrophobic entities, it also promotes biological 
structure [5]. A prominent example is the formation of cell membranes 
from phospholipid molecules, tending to prevent their non-polar hydro-
carbon chains from contact with water [6, 7]. Other famous examples in 
which interactions of bio-molecules with neighboring water are of prime 
importance is the double helix structure of DNA [8] and the structure and 
stability of proteins [9].  

Water is also a major component in cellular recognition and signaling 
procedures which are mediated by ubiquitous and diverse binding pro-
cesses in biological systems [10]. Furthermore, because of the above men-
tioned ability to discriminate between hydrophilic and hydrophobic so-
lutes, water constitutes an excellent reaction medium for ionic and dipolar 
species but a poor solvent for non-polar non-associating molecules. An-
other distinctive property of water in biological systems is its auto-
ionization by separation of a proton from one water molecule and combi-
nation of that proton with another water molecule. This ampholytic nature 
allows water to accept protons from an acid as well as to donate protons to 
a base and to thus control the pH value of the reaction medium. In addition 
to these multiple functions, involvement in the metabolism is another 
demonstration of the active participation of water as an integral part in life 
processes.  
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1.2   Needs for water content determination 

Increasing world population, changes in farming, advanced and often so-
phisticated production methods, as well as the common use of novel mate-
rials have greatly raised the demands in the correct knowledge of the wa-
ter content of substances. Modern manufacturing processes often include 
carefully adjusted and precisely controlled dosing of the water content by 
drying and moistening [11]. For these reasons, methods for moisture de-
termination of materials are presently used in broad ranges of specific 
applications. Nevertheless, considerable efforts are to be made to improve 
these methods with a view to their practicability, durability, measurement 
accuracy, as well as operating expense. Such efforts involve development 
of new concepts, addressing, for instance, moisture measurement in harsh 
or difficult-to-access environments or sensor integration into complex 
production lines. Some applications will be briefly specified below in order 
to illustrate the manifold requirements in the techniques for water content 
determination.  
 
 
1.2.1   Snow, climate 
 
The knowledge of the distribution and wetness of snow is an essential 
precondition for understanding climate dynamics, for water resource 
management, as well as for avalanche forecasting and flooding prognoses. 
In recent decades, much attention has been directed towards the substan-
tial changes in the climate and hydrological cycle of the Arctic and the cir-
cumpolar boreal forest. Because of interactions between climate, land cov-
er characteristics and plant phenology, warming of the region, correlated 
with reduced snow and sea ice covers as well as river discharge, has im-
portant influences on the global carbon, energy, and water balances. These 
balances, in turn, likely induce feedbacks and thus further influence global 
climate [12-16].  

Apparently, moisture measurements combined with sensing of the 
freeze-thaw state of water in the Arctic and boreal forest zone are vital for 
modelling climate dynamics. This application of water content determina-
tion demonstrates an extreme in the required region of observation. Even 
the boreal forest covers an area of 1.2·107 km2 which is already about 8% 
of the planet’s land surface. In addition to the huge expanse of the observa-
tion area, the denseness of potential ground-based stations suffers from 
the extreme climate and thus calls for remote monitoring. 
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1.2.2   Soil, agriculture 
 
Spatial distributions and temporal trends of soil moisture profiles affect 
natural processes on a major scale. Soil water content has a crucial effect 
on the quantities of water that become available as surface water and as 
water vapor in the atmosphere. As a consequence, the mean soil water 
content in more extended ecosystems influences climate and weather, 
including drought development. However, soil moisture is naturally also a 
significant parameter for local agriculture, agroforestry and water supply. 
Soil water content and status are essential for the activity of organisms in 
the soil. Among the soil properties promoting plant growth an adequate 
water content is the most important [17]. Soils that are either too dry or 
too wet are the prevailing reasons for reduced or even lost productivity. 
Hence balanced soil-plant-water relations are crucial for the whole civili-
zation, notably for adequate food production at a growing population, for a 
minimum soil loss and contamination as well as a maximum utilization of 
water resources.  

Efficient plant production requires the detailed measurement and con-
trol of soil moisture. This requirement becomes especially evident in pre-
cision farming, a modern site-specific crop management concept respond-
ing to inter- and intra-acreage variability. Applying such concept, not just 
the amount of delivered water but also the inputs of seeds, fertilizers, and 
pesticides are precisely matched in order to reduce costs, increase produc-
tivity and quality and minimize water consumption as well as soil pollu-
tion and environmental stress [18]. 

 
 
1.2.3   Civil engineering, building materials  
 
Aspects of moisture in civil engineering are as complex as the used materi-
als and as diverse as the demands in the variety of specific constructions. 
In addition to structural damage, moistness of outer wall materials is a 
major factor in the effective thermal resistance of a building and is thus of 
prime importance for a healthy indoor climate and for the fuel consump-
tion. Too much moisture promotes mold formation, entailing the risk of 
infections, allergic reactions, and toxic influences on occupants. Wall wet-
ness may have various reasons, such as insufficient protection against rain 
and splash water, capillary water and layer water pressing from below, as 
well as condensation water. Adequate measures of drying do not just con-
sider the cause of wetness and the properties of the construction materi-
als. They also need to relate to the spatial distribution of moisture and its 
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diurnal and seasonal variations which thus have to be known as precisely 
as possible.  

Precise knowledge of temporal moisture variations often plays a key 
role in the restoration of historic buildings. Originally such buildings have 
been modestly heated only. Hence over the course of the year the indoor 
climate largely followed the outdoor variations. Present-day standards of 
an almost constant indoor temperature may result in adverse wall mois-
ture content if no appropriate preventive actions are taken. Furthermore, 
adsorption and desorption of humidity from the air leads to variations of 
moisture in the near-surface layers of structural elements which, due to 
the different expansibility of materials (stone, mortar, plaster), may cause 
deterioration. 

Because moisture poses a crucial danger for the durability of outer 
walls, there has always been a latent requirement for precise and manage-
able moisture content determinations of construction materials. Up to 
90% of damage of outer brick masonry walls, for example, is assumed to 
be due to moisture penetration [19]. Integration of modern materials, such 
as insulation, enhances the demands for the correct knowledge of water 
uptake and storage properties of wall materials. Increasing evidence of 
deterioration suggests that the use of reinforced concrete as a compara-
tively novel construction material continues to be a widespread concern. 
In many of the deterioration processes the presence of moisture is a criti-
cal factor [20]. Detailed studies of the effect of quantity and form of mois-
ture on concrete integrity and durability at different ambient conditions 
are therefore imperatively necessary to better understand the behavior of 
this popular material. The large-scale implementation of moisture sensors 
in a bridge, spanning a main road in Karlsruhe, Germany, is a promising 
approach of long-term monitoring water uptake on in-situ conditions, in-
cluding exposure to brine from de-icing [21]. 

In the following some special constructions which need to be continu-
ously inspected for their moisture content will be mentioned. Sealing bar-
riers for the permanent underground storage of hazardous and non-
recyclable waste have to be designed in a way that fluid ingress is prevent-
ed for long times. They are often constructed from bentonite or magnesi-
um oxide concrete. Because of the danger of slight dislocation of the 
ground and degrading connections between the artificial barriers and the 
cavity walls, leak tightness inspection by regular moisture monitoring of 
hazardous waste deposits is an absolute must.  

Dikes are made from completely different materials. Frequently they 
consist of a sand core, covered by clay with admixed straw. The seepage 
through and the stability of such constructions is largely controlled by the 
water distribution inside the wall. High water content reduces the matric 
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suction and shear strength of the floodwall material and seepage becomes 
faster. Again regular moisture determination is an adequate provision to 
identify the state of the construction and, if necessary, take appropriate 
measures for its preservation. 

Reduced production times as well as innovative combinations of novel 
with proven materials increase the demands in moisture content control 
even before the materials are used in building structures. Brick, concrete, 
and timber are illustrative examples, the thermal, acoustical, and mechani-
cal properties of which depend significantly on their overall moisture con-
tent but also on the moisture distribution and thus moisture gradients 
within the material. In order to enhance the durability and service life of 
building materials, moisture measurement and control during fabrication 
is becoming increasingly popular. Crack formation, for instance, is sup-
posed to be effectively reduced by adequate moisture control during con-
crete curing and timber drying.  

 
 

1.2.4   Production, storage, quality assessment 
 
Quantitative moisture determination becomes increasingly important for 
the conditioning of materials in production cycles, such as for paper, foil, 
textile, leather, films, powders, and pharmaceutics manufacturing. Manu-
facturing of tablets, for instance, involves first the proper adjustment of 
moisture in order to improve the flow capability and homogeneity of the 
material. After mixing the wet mass it is carefully dried to well-defined 
water content for milling, tableting, and achievement of an acceptable end 
product [22]. 

Agricultural products often need also drying and re-wetting cycles to 
achieve fast production speeds during processing and optimum quality of 
the end products. A prominent example is green tea which is harvested at 
moisture content of 350 to 400 % (on a dry basis), first steamed and af-
terwards dried in a multistep procedure to moisture content as low as 4%. 
Drying involves up to nine steps, each one relying on critical adjustment of 
a specific range of moisture. But not only processing procedures necessi-
tate the precise knowledge of the water content of foods and agricultural 
products. Water content is also an important indicator of quality and a key 
factor for the durable storability of commodities. Wrong moisture may 
promote fungi and pest infestation during stocking. On the other hand, 
adequate moisture enhances a fresh feeling of the end products and thus 
generates a higher economic return.  

Another example is wood-processing. Both the mechanical properties 
and the decomposition development of wood depend on chemical features 
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as well as moisture content. Therefore, in advanced wood utilization the 
wood-drying process is of prime importance for energy saving during dry-
ing and particularly for quality assurance of sawn timbers. Present-day 
kiln-drying is a delicate technology, with the risk of partial degrading or 
even total loss of timber load. Kiln-drying practice to obtain satisfactory 
results thus strictly follows moisture-based schedules [23]. 

  
 
1.3   Customary methods and actual demands  
 
The above brief review of the impact of moisture to a variety of natural 
phenomena as well as manufacturing processes and preservation proce-
dures discloses the considerable but still increasing interest in techniques 
for quantitative water content determination [24-29].  
 
 
1.3.1   Definitions      
 
Different definitions exist to express such content [30]. The fractional wa-
ter content on a dry basis, η, is given as the ratio  
 

η = mw/md                                                                      (1) 
 
of the mass of water, mw, to the mass of dry material, md. Often the frac-
tional moisture content on a wet basis, ξ, defined as  
 

ξ = mw/(md + mw) = η/(η + 1)                                    (2) 
 

is more convenient. If it is more appropriate to refer to the volume V = 
mt/ρ of a piece of material rather than its total mass mt = md + mw, the wa-
ter concentration  
 

kw = mw/V = ξ·ρ                                                 (3) 
 

is used. Here ρ denotes the density of the wet material. Another definition 
is the volumetric water content 
 

θw = Vw/V,                                                      (4) 
      

where Vw is the volume of the water phase within the total volume V.  
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1.3.2   Routines for reference measurements 
 
Masses mt and mw may be directly determined by simply weighing the 
masses of a piece of sample before and after drying by heating. In such 
thermo-gravimetric analysis heating cycles at temperatures between 100 
and 110 °C are normally repeated until no further weight loss is observed. 
Thermo-gravimetric measurements are indeed easy and cost-efficient. 
They alter, however, the sample and are thus inapplicable in many cases. 
In addition to water, other vaporizable compounds may disappear during 
the heating procedure and may lead to wrong water mass. Also the risk of 
chemical reaction and even material disintegration at higher temperatures 
exists. Since the method is invasive and not suitable for continuous long-
term observations as well as moisture measurements over large regions it 
is almost solely used as a reference method for the calibration of novel 
indirect methods of water content determination. 

Chemical analysis is also counted among the so-called direct methods 
of moisture content determination. Chemical methods convert the water 
into a reaction product that can be quantitatively identified. The familiar 
Karl-Fischer method [31, 32] is based on the Bunsen reaction [33] 

 
SO2 + I2 + 2H2O ↔ H2SO4 +2HI                                    (5) 

 
by which, if water is present, sulfur dioxide is oxidized by iodine. Basically, 
the reaction medium starts to become brownish, if all water has been used 
and the iodine is no longer converted into iodic acid. Hence the change in 
color is utilized as an indicator for the complete consumption of water of 
the sample. An alternative chemical method is based on the reaction [34] 
  

CaC2 + 2H2O ↔ Ca(OH)2 + C2H2                                   (6) 
 

of calcium carbide with water. The acetylene produced thereby is quantita-
tively detected, for instance by the pressure established in a closed vessel. 

Both wet chemistry methods are originally designed for liquid use. 
They can also be applied to solids if these can be solubilized into working 
solutions. Both methods provide a high degree of accuracy and are there-
fore applicable to materials with low moisture content. They are, however, 
destructive and require handling and disposal of potentially hazardous 
chemicals. Another drawback is the requirement of a laboratory setting 
and an adequately trained staff.  

Soil moisture is often obtained from its quite complex relation to the 
suction power which is determined with the aid of a tensiometer. The suc-
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tion probe basically consists of a water-filled and airproof porous ceramic 
cup (pore diameter ≤ 1μm) and a clear standpipe showing the filling level. 
Measurement of the water content is independent of the salinity of the soil, 
as, for example, resulting from fertilizer. Typically, tensiometers find ap-
plications in automatic irrigation control. A drawback is the slow response 
and often the punctual determination of moisture content, requiring a con-
siderable array of instruments if lateral and/or vertical moisture distribu-
tion is required. In addition, many applications, such as measurement in 
frozen ground demand special provisions. Applications in dry ground need 
re-filling of water. 

Hence all methods mentioned above suffer from a limited range of ap-
plicability and need to be complemented by additional methods both for 
routine and highly sophisticated measurements. In many cases, however, 
conventional methods offer a superior accuracy and, as mentioned before, 
are thus used for testing new techniques and instrumentation. 
 
 
1.3.3   Prospective techniques criteria 
 
The above short contemplation of a few applications disclosed some clear 
demands in modern methods for moisture determination. First of all such 
methods should certainly be non-invasive. An example are moisture-
controlled timber-drying procedures which should rely on continuous 
sensing of the material’s moisture rather than the need of regular stops for 
cutting pieces of timber off to analyze them thermo-gravimetrically. Ideal-
ly, the measurement technique should be adapted to the timber size to 
provide the overall water content or the moisture distribution and not just 
the punctual result at the sites of the cut samples. 
     Adaptability to the size of the subject of investigation becomes obvious 
when moisture measurements of small products are compared to such 
over large-scale climate zones, like the aforementioned Arctic and boreal 
forest area. Probing moisture via electromagnetic field interactions offers 
the unique possibility to use signals in a tremendous range of frequency 
and thus wavelength and to match the spatial resolution to the subject 
under consideration. Tiny laboratory-on-a-chip studies of tissue are like-
wise enabled thereby as investigations into the effects of temperature 
changes on the soil moisture of global climate zones, including emerging 
technologies, such as large-scale radar observation [35]. 
     Obviously, both examples addressed above require remote sensing, a 
feature that is common to most present applications. Moisture determina-
tions in the process control of production lines or on harsh conditions are 
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prominent examples. In addition, the former need an instantaneous re-
sponse to changes in the water content and an easy implementation in the 
production line. Harsh and challenging conditions include online for-
mation water monitoring in subsea wet gas production in which the mois-
ture sensor must withstand extremely high pressure. Of course there is 
also the common desire in measurement techniques to be non-destructive, 
non-poisonous, and as versatile as possible.  

As already briefly indicated, electromagnetic techniques of moisture 
measurements comply with most of the desiderata. They thus play an out-
standing role among a great variety of indirect methods for water content 
determination, such as electrical [36-41] and thermal [42-47] conductivity 
measurements, use of nuclear magnetic resonance techniques [48-56], 
neutron thermalization [57-59] and activation [60-62], photon absorption 
and Compton scattering of gamma-rays [63-70], as well as infrared ther-
mography [71-79].  

Albeit electromagnetic techniques are widely used in diverse fields of 
moisture determination, there are still scores of challenging requirements 
regarding the overall advancement, selective refinement, as well as the 
target-oriented optimization of the methods. Aiming at a better under-
standing of electromagnetic field interactions with moist materials in the 
development of advanced measurement techniques, we thus first present 
some relevant physical and chemical basics. This part of the book will in-
clude aspects of the relations between molecular properties and the die-
lectric behavior of materials, characteristics of dielectric spectra, and also 
general principles of electromagnetic measurement techniques. It will be 
followed by a selection of examples of topical applications of electromag-
netic methods for moisture content determination.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

2     Molecular Properties and Dielectric Behavior 

2.1    Water structure, a side-trip into chemistry  
 
Atoms of unlike elements differ from one another by the number of posi-
tively charged protons in their nuclei and, correspondingly, the number of 
negatively charged electron orbitals around the nuclei. Electrons are locat-
ed in quantum shells which, depending upon the number of protons in the 
nucleus, are filled up to a certain amount of their maximum capacity. High-
er quantum shells are composed of sub-shells, named s, p, d, and f shell. 
Quantum physics shows that these sub-shells are capable of 1, 3, 5, and 7 
pairs of electrons, respectively. Hence the logic of maximum numbers of 
electrons in the quantum shells is 2 in the first (1s2), 8 in the second 
(2s22p6), 18 in the third (3s23p63d10), and 32 in the fourth one 
(4s24p64d104f14). In this nomenclature the superscript specifies the num-
ber of electrons per sub-shell. 
 
 
2.1.1   Architecture of the water molecule, electrical charge distribution 
 
There is an apparent tendency in the quantum shells to be most stable in 
the noble gas structure of eight electrons, i.e. the s2p6 [80]. Often this ten-
dency is referred to as “octet rule”. Applied to second-period carbon with 
1s22s22p2 electronic structure this tendency means that the atom has to 
capture four additional electrons in order to reach 2s22p6 configuration of 
its outer electron shell. Carbon (C) resolves this issue by forming covalent 
“electron-pair” bonds with altogether four hydrogen (H) atoms, each elec-
tron pair sharing in one electron from the carbon atom and another one 
from a hydrogen atom. The resulting tetrahedral methane molecule with 
four equivalent C‒H bonds is sketched in Figure 1. Due to its highly sym-
metric structure methane does not feature any sites of electrical excess 
charges. 
 

 
 
 
 
Figure 1. Structure of methane, CH4. The carbon 
atom is shown in grey, the turquoise areas represent 
the binding orbitals to the hydrogen atoms.   
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Figure 2. Sketch of a molecule of water, H2O, as a 
tetrahedron [80]. The oxygen at the center of the 
tetrahedron is depicted in red. Turquoise and 
blue areas indicate the binding orbitals to the 
hydrogen atoms and the lone pair electrons, re-
spectively. 
 

      
     The electrical charge distribution changes dramatically, however, if car-
bon, element 6, is replaced by element 8, oxygen (O), with its 1s22s22p4 
electronic structure. Oxygen needs only two additional electrons to 
achieve noble gas configuration. It thus binds to two hydrogens to simply 
form H2O. As illustrated by Figure 2, the water molecule may again be rep-
resented by an almost regular tetrahedron with the comparatively heavy 
oxygen in its center and with the two light hydrogen atoms at two of its 
vertices [80]. Both other vertices hold non-binding lone pair electrons. The 
H‒O‒H angle of the water molecule is slightly smaller than the tetrahedral 
angle 109.47°. Experimental values for the water molecule in the gaseous 
state are 104.47 for the angle and 0.09578 nm for the O‒H distance [81]. 
Ab initio calculations yield quite identical values, namely 104.5° and 
0.09578 nm, respectively for the isolated molecule [82, 83]. 
     Because of the different electron probability densities in the binding and 
non-binding orbitals, the electrical charges are not evenly spread across 
the water molecule. Following Bjerrum [84], the vertices of the tetrahe-
dron may rather be considered poles of charges, as sketched in Figure 3. 
The binding orbitals hold positive charges at the sites of the hydrogen at-
oms, reflecting the incomplete shielding of the hydrogen nuclei, the pro-
tons, by the binding electrons. Correspondingly, the non-binding lone pair 
electrons hold the equivalent negative charges and compensate for the 
positive charges to yield vanishing excess charge of the molecule. Within 
the framework of the Bjerrum model the charges amount to δ+ = ‒ δ- = 
0.17e [85], where e = 1.602·10-19 A⋅s denotes the elementary charge. The  
 

 
 
 

 
 
 
Figure 3. Electrical charge distribution of the 
water molecule. 
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Figure 4. Water molecule with smeared lone pair 
electrons.  

 
 
electric polarizability of the water molecule is almost isotropic and 
amounts to 1.4146·10-3 nm3 [85]. 
     More recent calculations yield refined charge distributions of the water 
molecule. Details depend on the supposed molecular geometry and on the 
method of calculation. Nevertheless the lone pair electrons appear to be 
not as closely located as in the Bjerrum model but to be rather more even-
ly smeared out [86, 87] along the line between where the lone pair elec-
trons had been assumed originally (Figure 4). They are also predicted to 
lie closer to the oxygen atoms. For clearness we shall, however, often 
sketch the water molecule as the simplified tetrahedral structure shown in 
Figure 2. 
 
 
2.1.2   Association, hydrogen bonds 
 
The electrical charge distribution of the H2O molecule is of prime im-
portance for the properties of water in its condensed phases. Evidently, 
the positive electrical charges at the only partially shielded protons of a 
molecule may interact with the negative charges at the lone pair electrons 
of other molecules to form hydrogen bonds. For a water dimer such a hy-
drogen bond is sketched in Figure 5: the hydrogen bond donating hydro-
gen atom forms a covalent bond to one oxygen atom and a hydrogen bond 
to the oxygen of another water molecule. The strengths of different bonds 
differ from another by an order of magnitude. The bond energy of the  

 
 
 
 
 
Figure 5. Hydrogen bonded water 
dimer with ⋅⋅⋅ denoting the H-
bond. 
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covalent bond amounts to 492 kJ/mol [88], whereas the hydrogen bond 
energy of water accounts for roughly 23 kJ/mol only [89], with the exact 
value depending on the population of the other hydrogen bonding sites of 
the participating molecules. The hydrogen bond (H-bond) features pre-
dominantly ionic interactions. In most cases, covalent contributions can be 
neglected. 
     Hydrogen bonding, i.e. the Coulombic interactions with a neighboring 
water molecule, tend to weaken the covalent bond of the hydrogen and to 
reduce the repulsion between the electronic orbitals. Ab initio calculations 
indicate the O‒H distance (0.0991 nm) and the H‒O‒H angle (105.5°) in 
liquid water slightly larger [90] than with the isolated molecule (0.0958 
nm, 104.5°, as mentioned above). The most stable geometrical configura-
tion of hydrogen bonds in water corresponds with a linear H‒O⋅⋅⋅H struc-
ture, where ⋅⋅⋅ denotes an H-bond.  
     H-bonds feature a special type of chemical bonds. Their bond energy is 
indeed one order of magnitude larger than thermal energy at room tem-
perature (RT = 2.5 kJ/mol; R, universal gas constant; T, temperature in 
Kelvin scale). It is nevertheless sufficiently close to RT to be subject to con-
tinual thermal agitation. Consequently the strength of the hydrogen bonds 
in liquid water fluctuates rapidly.  
     The special feature of the water molecule to be capable of four hydrogen 
bonds, with a symmetric distribution of two hydrogen donating and two 
hydrogen accepting sites, leads to a three-dimensional percolating H-bond 
network in the condensed water phases. The development of extended  

 
 
 

 
 
 

 
 
 
   
 
 
Figure 6. Pauling’s sketch of the hex-
agonal structure of ice Ih. For clear-
ness the hydrogen bonds are marked 
by green here. Adapted from refer-
ence [94]. 
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Figure 7. Density ρ of 
water [98] at tempera-
tures T around Tmax = 
3.984 °C [99]. Data be-
low the melting point of 
ice refer to supercooled 
liquid water. 
 

 
networks is additionally supported by cooperativity effects, tending to 
enhance the hydrogen bond strengths of associated molecules if another 
bond is formed between one of the molecules and an additional one [91-
93]. The three-dimensional H-bond network of condensed water is illus-
trated in Figure 6, where a picture by Linus Pauling [94] delineates the 
regular tetrahedral, almost hexagonal structure of common ice Ih. This 
rather open structure arranges the oxygen atoms of the water molecules 
as puckered six-membered rings [95, 96] and features a rather small den-
sity  (ρ = 0.9167 g/cm3, 0 °C [81]) as compared to liquid water (ρ = 0.9998 
g/cm3, 0 °C [97]).     
     The increase in density when ice melts, as well as the density maximum 
near 4 °C (Fig. 7, [97-101]), along with other water anomalies have in-
spired a wealth of hypothetical models aiming at an understanding of such 
experimental findings in a molecular sense. Long before the hydrogen 
bond had been identified, Röntgen [102] suggested that, when melting, ice 
was partly converted into a closer-packed fluid in which the remainder 
dissolved. The fraction of ice-like water was considered to respond to 
changes of temperature and hydrostatic pressure tending, according to Le 
Chatelier’s principle [103, 104], to eliminate the perturbation effects. This 
view already implies some bulkiness of the water structure which can be 
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built up and reduced by processes not existing in “normal” fluids. Though 
Röntgen noted that similar ideas have been known for a long time, his rep-
resentation in terms of two types of molecules, ice-like and liquid-like, is 
considered the prototype of a subsequent series of “mixture” models of 
water. 
     After the hydrogen bond had been identified [105] a mixture model, in 
which the structures of three different intermolecular arrangements are 
explicitly described, was proposed in a pioneering paper by Bernal and 
Fowler [95]. Bernal himself, however, stated that the approach postulates 
a higher degree of order in the liquid than actually exists [96]. He subse-
quently developed the view of a random network model in which the melt-
ing of ice is pictured as a bending of hydrogen bonds which largely remain 
unbroken. The degree of bond bending is considered the parameter sensi-
tive to changes of state variables such as temperature and pressure. This 
suggestion keeps the (nearly) tetrahedral local interactions but avoids a 
high degree of crystalline order [96, 106]. It constitutes the basis of a sec-
ond class of water models which is often called “uniformist” [107]. 
     In a strict sense the third significant class of models, labeled “intersti-
tial”, is a subgroup of mixture models. It proceeds from the assumption 
that melting of ice is accompanied by dissociation of water molecules from 
the hydrogen bonded network. Whereas the network is supposed to heal 
itself, dissociated water molecules are considered to step into the cavities 
of the puckered ring structure formed by six H-bonded molecules [84, 108-
110]. The fraction of lattice sites which are occupied by monomeric “guest” 
water molecules is taken the parameter sensitive to state variables.  
     Refined models of the water structure have been developed and are still 
today subject of considerable scientific debates. Most models are derived 
to account for a set of parameters or particular observations. In this book 
the focus will be concepts relevant to the dielectric properties of aqueous 
systems. For more comprehensive summaries of structure models refer-
ence is thus made to the literature [107, 111-115].  
     As shown in Figure 8, computer simulation studies [116] demonstrate a 
clear density effect in the water structure (Fig. 8). At reduced density ρ, 
such as in ice, almost perfect order exists: more than 80 per cent of water 
molecules are fourfold coordinated. In contrast, a broader distribution of 
neighboring water molecules emerges for liquid water (ρ = 1 g/cm3): less 
than 50 per cent of the water molecules are fourfold coordinated. Quite 
remarkably, within a 0.33 nm distance, actually one third of all molecules 
in liquid water is provided with five neighbors. A recent analysis renders a 
somewhat different probability distribution for the number of hydrogen 
bonds in liquid water [111]. It predicts an about 60 per cent probability for 
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Figure 8. Fraction RN of 
molecules with N neigh-
bors within a distance of 
0.33 nm for water at 0 °C 
and normal pressure (ρ = 
1g/cm3, right hand side) 
and at reduced pressure 
and density, ρ = 0.75 
g/cm3, left hand side). 
Results from computer 
simulation studies [116] 
are shown.  

 
 
the existence of fourfold hydrogen bonded water molecules but, analogous 
to the previous study on the coordination numbers, shows also a consider-
able content of tri- and fivefold hydrogen bonded molecules. This feature 
supports the idea of a random network model of liquid water. It will be of 
major importance in modeling the dielectric relaxation mechanism of wa-
ter later on.  
     Despite the distribution of coordination numbers shown in Figure 8, 
water is exceptional in the capability to form as many hydrogen bonds as it 
has covalent bonds. Its concentration c* (= 4c, c = concentration of H2O 
molecules) of hydrogen bonding sites is extremely high, namely 221 mol/l 
at room temperature. This large value compares, for example, to c* = 74 
mol/l of likewise associating methanol (CH3OH) and is doubtless another 
special feature of water. It allows water to rather easily respond to chang-
ing conditions, such as the presence of differing solutes. It seems that the 
large c*, combined with the balanced number of hydrogen bond donating 
and accepting sites, is the major property that renders water unique as 
liquid that combines thermodynamic rigidity with high dynamic flexibility. 
Also the fact that the nearly tetrahedral charge distribution of the water 
molecule is associated with a permanent electric dipole moment contrib-
utes to the uniqueness of the liquid. It gives water the ability to discrimi-
nate between polar and non-polar substances and thus to provoke struc-
ture formation in solutions, such as the development of cell membranes in 
biology. 
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2.1.3   Hydrogen ions, pH value, and proton motion  
 
Another important property of water, especially with a view to its out-
standing role in the biosphere, is its auto-ionization or auto-protolysis 
reaction. Resorting first to a simplified picture by considering only a pair 
of H2O molecules and thus neglecting their integration in the three-
dimensional hydrogen network, protolysis 
 

2 H2O ↔ OH- + H3O+                                         (7) 
 

of water is sketched in Figure 9. It illustrates the basic idea that a proton  
 

 
 
 
 
 
 
 

Figure 9. Visualization of the auto-ionization equilibrium of water. 
 
 
separated from a water molecule approches a neighboring water molecule 
by changing the type of bond: the proton shifts along the hydrogen bond to 
form a covalent bond with the new molecule. Due to such shift a 
hydronium ion, H3O+, is established and a hydroxyl ion, OH-, is left. 
     Using the common nomenclature and denoting concentrations of a 
species by square brackets, thus setting c(X) = [X], the equilibrium con-
stant for the auto-ionization reaction is defined by 
  

Keq = [H3O+][OH-]/[H2O]2.                                           (8) 
  

It is normally replaced by the so-called ion product, also named self-
ionization constant 
 

Kw = [H3O+][OH-]/(mol/l)2,                                          (9) 
 

thereby taking into account that the concentration of the ionic species is 
small and that [H2O] thus closely equals the total water concentration (= 
55.5 mol/l at room temperature). Kw decreases with temperature T, its 
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value is 10-14 at 25 °C. Since the hydronium concentration is on par with 
that of the hydroxyl ions, this means that 
    

  [H3O+] = [OH-] = 10-7.                                              (10) 
 

For simplicity, the negative logarithm to base 10 of the H3O+ concentration 
is used and named pH value of the liquid. Hence the pH of an aqueous sys-
tem is defined as 
 

pH = -log ([H3O+]).                                                (11) 
 

Due to its ampholytic nature water can accept protons from another pro-
ton donator (an acid) but can likewise donate protons to another proton 
acceptor (a base). In any case, in order to keep the ion product (Eq. 9) con-
stant, the OH-concentration must fall if the H3O+ concentration rises and 
vice versa. 
     Because of the extensive hydrogen bond network of water, however, the 
existence of localized hydronium ions is certainly a strong simplification. 
Rather the separated proton may be described as a delocalized charge 
defect shared by multiple molecules [117]. This is an important aspect for 
the diffusion of protons in water. Despite of their low concentration in 
liquid water, protons participate in a wide range of phenomena, including 
biological processes, such as energy transduction in living cells and enzy-
matic catalysis. Protons distinguish from any other ion by their exceeding-
ly high mobility which is at least 4.5 times larger than that of “normal” 
cations [118]. This extraordinary mobility corresponds with a diffusion 
constant (9.3∙10-9 m2s-1 [119]) even four times larger than the self-
diffusion constant of water (2.3∙10-9 m2s-1, 25°C [120]). 
     Obviously, the uniquely fast proton transfer in water cannot solely be 
explained by hydrodynamic diffusion of protonated water molecules or 
clusters. Instead, a combination seemingly exists of diffusion associated 
with mass transport and a mechanism by which the proton is transmitted 
from one molecule to another one without noticeable translation of oxygen 
atoms, i.e. without extensive rearrangement of the center of molecular 
masses [118, 121, 122]. It is widely accepted that this mechanism shuttles 
protons between neighboring water molecules similar to the chain concep-
tion suggested by Grotthuss more than two centuries ago [122-124]. Nev-
ertheless, the molecular mechanisms behind the shuttling process are not 
fully conceived and are still today a matter of significant scientific debate.  
     Whatever the detailed mechanism of proton transfer in water may be, a 
suitable local structure is required for what is summarized as “Grotthuss 
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shuttling”. Two special protonated complexes have been the focus of much 
interest: the more stable hydrated protonated water structure H9O4+ (= 
H3O+∙3H2O) proposed by Eigen (“E” [125, 126]) and the Zundel cation 
H5O2+ (= H2O∙H+∙OH2), in which the proton is located between the oxygens 
of a water dimer (“Z” [127, 128]).  The essential step in the proton transfer 
is considered an Eigen − Zundel − Eigen (EZE) complex conversion [117-
119, 129, 130] in which the EZE partner exchange occurs within just 50 fs. 
This short period is contrasted with the period of several picoseconds re-
quired for the overall proton transport process [117]. The comparatively 
long characteristic time of the proton transport as well as calculated dis-
tant-dependent diffusion constants suggest the proton motions to be cou-
pled to a coordinated rearrangement of the surrounding H-bond network 
[117, 118, 131, 132]. Obviously, E and Z structures are just limiting and 
intermediate conformers, respectively, in highly cooperative cluster phe-
nomena, occurring on multiple time and distance scales [117-119, 133]. 
Water clusters containing some twenty molecules seem to be involved in 
the proton hopping dynamics [134]. Simulations reveal the proton charge 
defect to rapidly resonate between three distorted Eigen-type structures 
[117, 118]. During this process the closest (water oxygen) ligand perma-
nently changes its identity within the first solvation shell. Such activity, 
suggestively named “special-pair dance”, emerges at the location of a suit-
able configuration for the proton hop. Final proton hopping occurs when 
the neighboring hydrogen bond network rearranged in a structure favora-
ble for the transfer act. A sketch illustrating the fundamental idea of the 
special-pair dance is given in Figure 10.  
 

Figure 10. Illustration 
of the idea of Mar-
kovitch et al. [118] to 
account for the high 
proton mobility in wa-
ter by a “special-pair 
dance” around a proto-
nated water molecule. 
Water molecules are 
sketched without the 
electron lone pair or-
bitals showing again 
the oxygen atom by red 
and the hydrogen at-
oms by turquoise.      
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Since proton hopping requires an appropriate local structure, it has 
been concluded that the mobility of protons should decrease as the struc-
ture of the liquid changes [122]. In aqueous HCl solutions, for example, the 
mobility of the proton at high acid concentration is similar to the chloride 
ion [135]. Proton transport is then predominantly provided by hydrody-
namic diffusion of protonated water molecules [121, 122]. This feature 
corresponds with the finding that the static permittivity of concentrated 
HCl solution is reasonably consistent with the results for “normal” cations, 
as will be discussed below (chapter 4.3).   

 
 
2.2   Electric field interactions with a dipolar liquid 
 
An implication of the permanent electric dipole moment 𝜇 of the water 
molecule is its usability as natural mark for the investigation of the molec-
ular structure and motions of aqueous systems without any needs for arti-
ficial labels. Utilizing this molecular mark just the dipole orientation rela-
tive to a given direction is observed, as depicted in Figure 11. The absolute 
value μ = |𝜇| is between 1.83 [83] and 1.87 D [136], with 1D = 1/3·10-29 As 
denoting the commonly used unit of molecular dipole moments. 

 

 
 
 
Figure 11. Ensemble of water molecules. For 
the central molecule the dipole moment 𝜇(𝑡) is 
shown with its orientation at time t relative to 
a given direction (dashed line).  
 

 
2.2.1   Polarization noise: structure and molecular interactions 
 
Consider a dipolar liquid to be contained in a plate capacitor serving as the 
sample cell (Fig. 12). The spacing of the plate may be small as compared to 

the lateral plate dimensions. If no electrical field 𝐸⃗⃗ is applied (E = 0), the 
sample is kept in complete thermal equilibrium so that the mean (electric) 

polarization 〈𝑃⃗⃗〉 vanishes. Angle brackets denote ensemble averages. 
Thermal fluctuations, however, lead to spontaneous thermal variations 

𝑃⃗⃗(t) in the polarization of the liquid. The varying polarization component 
perpendicular to the capacitor plates induces electrical charges which tend 
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to compensate and thus produce a fluctuating current I(t). If the external 
circuit is provided with a suitable integrator and signal indicator system 
and if the impedance Ze of the circuit is negligibly small, the fluctuating 
charges 𝑄 = ∫ 𝐼(𝑡) dt of the capacity plates can be determined. Since these 
charges are proportional to the polarization perpendicular to the plates 
and thus, for anisotropic liquids, proportional to the overall polarization 
P(t). A potential polarization noise signal is displayed in the lower part of 
Figure 12. 
      The polarization noise contains different information on the dipolar 
liquid. The strength of the noise, expressed as the root mean square time 
average 

〈𝑃2(𝑡)〉1/2 ,                                                 (12) 

 

is related to the number density of dipolar molecules and the amount of 
their (effective) dipole moment. It thus reflects the structure of the liquid. 
The autocorrelation function 

 
 

     
 
 
 
 
 
 
 
 
Figure 12. Simplified 
diagram for the meas-
urement of polariza-
tion noise of a liquid in 
thermal equilibrium 
(top) and noise signal 
(bottom). 1, capaci-
tance containing the 
liquid; 2, integrator; 3, 
signal indicator. 
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𝛹(𝑡) = 〈𝑃⃗⃗(𝑡) ∙ 𝑃⃗⃗(0)〉 〈𝑃2(0)〉⁄  ,                               (13) 
 

in this normalized format also named “dielectric decay function”, yields 
information about correlations of elementary processes within the sample. 
Hence it allows for conclusions about molecular interactions, such as hy-
drogen bonds. In case of uncorrelated white noise, for instance, Ψ(t) = 0 
follows, whereas, due to the finite lifetime of hydrogen bonds, water is 
characterized by a non-vanishing auto-correlation function. Actually, as 
sketched in Figure 13, the autocorrelation function of water at room tem-
perature reveals two different regimes. It starts with a fast changing part 
at t < 1 ps reflecting distortion polarization processes due to the distortion 
of electron shells and the motions of atomic nuclei relative to one another 
but containing also contributions from relaxation processes with very 
short relaxation times. This part is only simplifiedly shown in Figure 13 
and needs to be more closely considered in the following chapters. It is 
followed by an almost perfect exponential decay 
 

Ψ(t > t*) = Ψ(t*) exp(-[t-t*]/τw),                               (14) 
 
with a relaxation time τw = 8.27 ps at 25 °C [137] which is considered a 
characteristic parameter of the hydrogen network dynamics.   
     Ψ(t) is the autocorrelation function of the experimentally accessible 
macroscopic polarization. Frequently the interest is, however, the (nor-
malized) auto-correlation function 

 
ψ(t) = 〈𝜇(𝑡) ∙ 𝜇(0)〉/〈𝜇2(0)〉                                  (15) 

 
 

 
 
 
 
 
 

 

Figure 13. Autocorrela-
tion function Ψ(t) of 
polarization (Eq. 13) for 
water at 25 °C. 
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of the molecular dipole moment 𝜇. The relation between the desired ψ(t) 
and the correlation function Ψ(t) from measurement is a central issue in 
the theory of dielectrics and a clear finding is available only on favorable 
conditions [138]. The complexity in the relation between ψ(t) and Ψ(t) are 
already obvious for liquids with exponential autocorrelation function and 
identical dipole moments 𝜇 of all molecules. The macroscopic polarization 
of such a liquid  
 

𝑃(𝑡) =
1

𝑉
 ∑ 𝜇𝑛

𝑁
𝑛=1 (𝑡)                                     (16) 

 
is defined by the sum of all N dipole moments 𝜇𝑛 = 𝜇, n = 1,…N, per volume 
V. Hence in its nominator autocorrelation function Ψ(t) contains the prod-
uct 
 

〈𝑃(𝑡) ∙ 𝑃(0)〉 = 〈
1

𝑉
 ∑ 𝜇𝑛

𝑁
𝑛=1 (𝑡) ∙

1

𝑉
 ∑ 𝜇𝑛

𝑁
𝑛=1 (0)〉                (17) 

 
which may be written as 
 

〈𝑃(𝑡) ∙ 𝑃(0)〉 =
𝑁

𝑉2
〈𝜇𝑛(𝑡) ∙ 𝜇𝑛(0)〉 +

𝑁

𝑉2
〈𝜇𝑛(𝑡) ∙ ∑ 𝜇𝑚(0)𝑁

𝑚≠𝑛 〉.        (18) 

 
The first term on the right hand side corresponds indeed with ψ(t). The 
second term, however, contains the products of the dipole moments of all 
unlike molecules and thus reflects the cross correlation function γ(t) of the 
molecular dipole moments. For this reason γ(t) is required for the evalua-
tion of the experimental Ψ(t) in terms of ψ(t).  
     At distinctive short range order, i.e. if at short times γ(t) decays signifi-
cantly slower than ψ(t), the relaxation times of the macroscopic polariza-
tion and the molecular dipole moment autocorrelation functions, τΨ and 
τψ, respectively, are related to one another [138, 139] by the (equilibrium) 
dipole orientation correlation factor g [140]  
 

τΨ = gτψ.                                                 (19) 
 

The g-factor of associating liquids is again a parameter of considerable 
scientific debate and will be discussed with more details in the low fre-
quency (“static”) permittivity section. Interestingly, however, relation (19) 
has also been derived from a comparison of experimental dielectric relaxa-
tion time of pure liquids with single particle correlation times from nucle-
ar magnetic relaxation data [141]. 
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2.2.2   Disturbing fields: step and impulse responses 
 
The above sketched experiment (Fig. 12) at complete thermal equilibrium 
doubtlessly constitutes a subtle approach to the liquid structure and dy-
namics. It clearly demonstrates that, in principle, no external electric field 
is required to produce dielectric polarization. Unfortunately, the polariza-
tion noise of liquids is too small to be separable from the inherent noise of 
the measuring system itself.  
     For the above reason, in practice, a small electric field is applied to the 
sample liquid, as illustrated by Figure 14. The strength of the electric field 
is kept small, so that the electrical energy supplied to the liquid is negligi-
bly small as compared to thermal energy. The benefit of the external field 
results from its simultaneous coordinated effect on all molecular dipoles. 
So the response of the field can be filtered and distinguished from the ran-
dom thermal fluctuations of the measurement system in order to increase 
the signal-to-noise ratio. In Figure 15 an electrical field step is applied. If 
the step is sufficiently steep, the step response of the liquid polarization 
follows the autocorrelation function Ψ(t) of the polarization noise (Figs. 
13, 15).  
     Basically, every convenient signal can be used to disturb the sample if it 
behaves linear and invariant with respect to time shift. This general state-
ment follows from the fact that, on the one hand, any signal may be con-
sidered a series of impulses and, on the other hand, an impulse may be 
taken a sum of two step functions as delineated in Figure 16. Consider the 
field steps 
 

E1 (t < t´ + dt´) = E > 0;   E1 (t > t´+ dt´) = 0                         (20) 
 

 
Figure 14. Principle 
of system to measure 
the liquid polariza-
tion P(t) as response 
to an external electric 
field of small field 
strength E(t). 1, ca-
pacitance containing 
the liquid; 2, amplifi-
er or receiving unit; 
3, signal indicator; 4, 
signal generator. 
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Figure 15. Reaction scheme 
showing the separation of two 
dipole moment orientations by 
a potential energy barrier 
(top). The orientation differ-
ence is denoted by Δθ, the acti-
vation enthalpy by ΔH#. Dashed 
turquoise lines indicate to a 
disproportionate extend the 
deformation of the potential 
minima by an external electric 
field of strength E(t), as depict-
ed in the lower part of the fig-
ure. The development with 
time of the responding popula-
tion of the potential minima 
and thus polarization of the 
sample liquid is indicated by 
the red line in the diagram. 
 
 

 
 

 

 

 

 

 

 

Figure 16. Superposition of two op-
posing field steps E1(t) and E2(t), re-
spectively, with time delay dt´. 
 

 
and 
 

E2 (t < t´) = -E < 0;   E2 (t > t´) = 0.                                 (21) 
 

Linear superposition E(t) = E1(t) + E2(t) yields  
 

E(t < t´) = E(t > t´+ dt´) = 0;   E(t´ < t < t´+ dt´) = E(t´) = E            (22) 
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Figure 17. Representation of a signal, 
shown by a black line, by a complete 
series of small impulses, pictured in 
turquoise. 
 

 
for the field and, if dt´ is small, 
 

P(t < t´) = 0;   P(t > t´+ dt´) = - [ε(0) - 1]ε0E(t´)𝜓̇(t - t´)dt´             (23) 
 

for the responding polarization. Here ε(0) denotes the relative „static“ 
permittivity of the liquid, ε0 = 8.8542·10-12 AsV-1m-1 the permittivity of free 
space, and function 
 

𝜓̇(t) = dΨ(t)/dt                                                  (24) 
 

is the “impulse response”.  
     In the linear regime, any electrical signal may be represented by a com-
plete series of impulses (Fig. 17). Hence the resulting polarization  
 

P(t) = -[ε(0) - 1]ε0∫ 𝐸(𝑡´)𝜓̇
𝑡

−∞
(t - t´)dt´                        (25) 

 
of a (linear, time-invariant, and causal) system follows as a superposition 
of the impulse responses. Substituting t - t´ = t´´, this relation may be re-
written to finally read 
 

P(t) = -[ε(0) - 1]ε0∫ 𝐸(𝑡 − 𝑡´´)𝜓̇
∞

0
(t´´)dt´´.                    (26)  

 
 
2.2.3   Harmonically varying fields: complex permittivity spectrum 
 
Albeit, in principle, any low-amplitude electric field may be applied to 
measure the responding polarization and to determine the dielectric prop-
erties of the sample thereby, only step impulses and harmonically varying 
(sinusoidal) signals  
 

E(t) = 𝐸̂exp(iωt)                                                (27) 
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are normally used. In this equation, 𝐸̂ is the electric field amplitude, i is the 
imaginary unit (i2 = -1), ω = 2πν is the angular frequency, and ν the (natu-
ral) frequency.  
     Within the framework of the potential energy barrier conception (Fig. 
18a) the depths of the energy minima vary periodically when exposed to a 
sinusoidal field, as indicated by the dashed blue and turquoise lines in the 
diagram. Since the energy barrier prevents the dipole moments from fol-
lowing the electrical field changes instantaneously, a time lag depending 
on frequency ν occurs between the polarization of the liquid and the elec-
tric field (Fig. 18b). Such time lag involves a phase difference between the 
responding polarization and the exciting field and thus implies that energy 
is extracted from the electric field and dissipated as heat. Hence with in-
creasing distance d from a signal source, the amplitude of a plane  

 
 
 
 
 
 
 
 
 
 
 
Figure 18. Reaction scheme 
for dipole reorientation at al-
ternating electric field (a). The 
variation of the potential ener-
gy minima at opposing field 
directions is indicated by blue 
and turquoise dashed lines. 
The time lag between harmon-
ically varying electric field and 
responding polarization is de-
picted in part b of the figure. 
Part c illustrates the decay of 
the amplitudes of a plane po-
larization wave (sect. 3.1.1) at 
increasing distance d from a 
sinusoidal signal source. 
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Figure 19. Log-log plot of the complex permittivity spectra [142] for water 
at 19 °C (● [137, 143-146] and ethanol at 20 °C (○ [147]). The spectrum for 
water includes data measured at 20 °C and corrected for the small temper-
ature difference [142]. Low-frequency dispersion and absorption terms 
are indicated by dashed lines. Dotted lines are graphs of the high-
frequency absorption terms. For the water spectrum the relaxation fre-
quencies (2πτj)-1, with τj denoting the corresponding relaxation times and j 
= 1, 2, are shown and also the high-frequency permittivities ε1(∞) and 
ε(∞) as extrapolated from the low and high-frequency dispersions, respec-
tively. 
 
 
polarization wave set up in the liquid decreases as illustrated in part c of 
Figure 18. 
     In addition to the phase lag, the potential energy barrier prevents the 
polarization from completely following the rapid field changes at high fre-
quencies: dispersion occurs. Both the dispersion in the polarization and 
the absorption of field energy is taken into account by defining the (dielec-
tric) permittivity, which relates the polarization to the electrical field 
strength, as a frequency-dependent complex quantity: 
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ε(ν) = ε´(ν) – iε´´(ν) = P(ν)/[ε0E(ν)] + 1.                            (28) 
 
The real part ε´(ν) considers the polarization component that is in phase 
with the electrical capacitor field. It is the part which may be subject to 
dispersion. The imaginary part takes account of the phase difference by 
π/2 and thus reflects the absorption of field energy. Within the frequency 
range between 10 MHz and 2 THz the complex permittivity spectra for 
water and ethanol at room temperature are displayed in Figure 19. Both 
spectra reveal two clear dispersion (dε´/dν < 0) and corresponding dielec-
tric loss (ε´´ > 0) regions within the frequency range of measurements, 
indicating relaxation behavior. Interestingly, the spectra resemble each 
other. Just the static permittivity ε(0) as well as the relaxation frequencies 
(2πτ1)-1 and (2πτ2)-1 are larger with water than with ethanol. We shall re-
visit the water spectrum later when discussing the dielectric properties of 
aqueous systems with details. 
     Using Eq. (25) the complex permittivity can be written as Laplace trans-
form 
 

ε(ν) = [ε(0) - 1]∫ [−𝜓̇(𝑡)]
∞

0
exp(-iωt)dt                             (29) 

 
of the impulse response function. Since both, the real part ε´(ν) and the 
negative imaginary part ε´´(ν) of the permittivity, can be derived from one 
real function, they cannot be independent from one another. Both parts of 
the complex permittivity contain basically the same information. Measur-
ing both quantities, however, increases the number of data and thus re-
duces the overall uncertainty in the spectra. 
 
 
2.2.4   Charged species: electrical conductivity    
 
Due to the strong interactions of the molecular dipole moments with Cou-
lombic fields water is an excellent solvent for electrically charged species. 
Shift of these species in an electrical field leads to the magnitude  
 

J = σE                                                        (30) 
 

of electric current density, where σ denotes the specific electric conductiv-
ity of the liquid under consideration. Interactions of the ionic particles 
with the solvent involve internal friction and convert electrical energy into 
heat. In complex permittivity measurements ion conductivity thus con-
tributes to the imaginary part of the permittivity, resulting in a total 
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Figure 20. Equivalent 
circuit representation of a 
sample with complex 
permittivity ε and electric 
conductivity σ in a capaci-
tor C. 

 
dielectric spectrum 

 
εtot(ν) = ε´(ν) – i[ε´´(ν) + σ/(ε0ω)].                              (31) 

 
The lumped element representation in Figure 20 evidences the dominating 
ionic conductivity contributions at low frequencies, where the admittance 
of the circuit     
 

Y(ν) = σC/ε0 + iωε(ν)C = [σ/ε0 +ωε´´(ν)]C + iωε´(ν)                  (32) 
 

is primarily given by the σ-term. This feature is relevant to experimental 
methods to quantify the dielectric properties of electrically conducting 
samples. Specific measures to improve the accuracy of ε(ν) determination 
 
 

Figure 21. Log-log 
plot of the (negative) 
imaginary part of the 
dielectric spectrum of 
a solution of NaCl in 
water at 20 °C (●, 
[148]). The mass frac-
tion Y = mNaCl/(mNaCl + 
mwater) is 0.013, corre-
sponding with a con-
centration c = 0.224 
mol/l of salt. The spe-
cific electric conduc-
tivity of the solution is 
σ = 2.04 S/m. Shown 
for comparison are 
also data for water at 
the same temperature 
(○). The turquoise line 

indicates the conductivity contribution σ/(ε0ω). 
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for such samples will be presented in chapter 3. Generally, however, it is 
worth to recall the frequency dependencies of the different terms in Eq. 
(32), favoring high-frequency permittivity measurements of samples with 
significant electrical conductivity. This aspect is also illustrated by the total 
negative imaginary part ε´´(ν) + σ/(ε0ω) of the dielectric spectrum of a 
saline solution in which even at 100 MHz the conductivity contribution 
σ/(ε0ω) exceeds the dielectric contribution ε´´(ν) by a factor of about 103 
(Fig. 21). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

3     Dielectric Measurement Methods: Some Basics  

3.1    Frequency domain techniques  
 
Methods to measure the dielectric properties of materials [149, 150] are 
actually available for the enormous frequency range from about 10-6 Hz 
[151-154] to 1013 Hz [155-162]. In basic research such a broad applicable 
dielectric spectrum offers an attractive gateway to a deeper understanding 
of materials in terms of their molecular properties [163-168]. As men-
tioned before, both sinusoidal signals and step pulses are commonly ap-
plied to excite the samples and the related measurement methods are gen-
erally distinguished by terms “frequency domain” and “time-domain” 
techniques, respectively.  
     For materials moisture determination different bands of the basically 
available frequency range are not suitable in equal measure. As obvious 
from the frequency dependence of ionic conductivity contributions dis-
cussed in section 2.2.4, for instance, unavoidable conductivity σ of water-
containing materials opposes strict limitations to complex permittivity 
measurements at very low frequencies. An illustrative example may be 
highly purified water with σ as small as 5.5·10-6 S/m for which the huge 
contribution σ/(ε0ω) = 1011 to the (negative) imaginary part of the com-
plex permittivity (Eq. 31) follows at 10-6 Hz. Obviously, resistor (ε0/σ)C in 
the equivalent representation of Figure 20 effectively short-cuts the capac-
itor in the low-frequency regime and thus prevents reliable permittivity 
measurement of the sample. Similarly, little use has been made so far from 
measurements in the far-infrared (FIR) or THz region. For these reasons, 
we shall first focus on the frequency range roughly between 30 MHz and 
300 GHz, bridging the low-frequency and the THz-frequency regions.  
 
 
3.1.1   Microwave measurements 
 
3.1.1.1   Electromagnetic wave propagation 
 
Even though the frequency range considered in this section includes the 
very-high-frequency (VHF) band, it will be subsumed under the notion 
“microwave regime” in the following. It is this regime which comprises the 
predominating dispersion/absorption region of the complex permittivity 
spectrum of water (Fig. 22). In order to distinguish it from the disper-
sion/absorption region at around 1 THz its relaxation time had been  
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Figure 22. Real part 
ε´(ν) and negative 
imaginary part ε´´(ν) 
of the complex per-
mittivity spectrum 
of water at 25 °C 
[137, 169, 170], dis-
played in the com-
monly used lin-log 
format.  
 

 
named τ1 in Figure 19. Here we shall refer to τw as the principal relaxation 
time of pure water.     
     Due to Maxwell’s equations time-variable electric fields are accompa-
nied by likewise time-variable magnetic fields. Propagation of the field 
variations effects coupled transport of electric and magnetic energy in 
dielectrics via electromagnetic waves. Electric conductors are not re-
quired. For non-conducting dielectrics the simple wave equation 
 

𝜕2𝐸𝑦

𝜕𝑥2 = −𝜇0𝜇𝜀0𝜀𝜔2𝐸𝑦 = −𝜇𝜀
𝜔2

𝑐0
2 𝐸𝑦.                                (33) 

 
follows if a mono-frequent, plane, and linearly polarized electric field is 
assumed. In this equation, μ0 is the magnetic field constant, μ the magnetic 
permeability, and c0 = (ε0μ0)-1/2 the speed of light in free space. In corre-
spondence to the permittivity, the magnetic permeability may be frequen-
cy dependent and complex. In the following, however, we shall always pre-
sume non-magnetic materials, so that μ = 1 throughout. In deriving Eq. 
(33) it has been tacitly assumed that the electrical field is restricted to the 
y direction (Ez = Ex = 0) and that the wave propagates in x direction.  
     Materials are never completely free of dielectric losses. Often, however, 
the loss factor 
 

tan δ = ε´´/ε´                                                  (34) 
 

is negligibly small, for instance tan δ = 2.1·10-3 for PTFE at 8.5 GHz and 
room temperature [171], tan δ = 2.4·10-4 for high-density poly(ethylene) 
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[172], and tan δ = 7·10-5 for polyethylene foam at 8.5 GHz and 25 °C [173]. 
Under these conditions it is justified to consider the electromagnetic field 
propagating in a loss-free medium (ε´´ = 0) and to comply with differential 
equation (33) simply by a sinusoidal wave, the electrical field strength of 
which may be written as 
 

Ey = 𝐸̂yexp(iωt-βx),                                             (35) 
 

where  
 

β = 
2𝜋

𝜆
 = 

𝜔

𝑐
 = 

𝜔

𝑐0
√𝜀′                                                 (36) 

 
denotes the phase constant. Parameters λ and c are the wavelength and 
phase velocity, respectively, of the wave within the material if, as pre-
sumed, μ = 1. The reduced phase velocity c (< c0) within matter follows 
according to the Huygens principle from the fact that, within the electro-
magnetic field of a wave, atoms are stimulated to oscillate and thus to emit 
radiation. Such radiation is subject to a phase shift which adds to the phase 
shift due to propagation with phase velocity c0 in free space [174]. 
     Dielectric losses, as, for instance, revealed by the complex permittivity 
spectrum ε(ν) = ε´(ν) – iε´´(ν) of water (Fig. 22), lead to a complex propaga-
tion constant 
 

γ = α + iβ                                                        (37) 
 

and thus to the electrical field strength 
 

Ey = 𝐸̂yexp[i(ωt-γx)].                                              (38) 
 

As a consequence of the complex nature of the propagation constant, the 
amplitude 
 

|𝐸𝑦(𝑥)| =|𝐸𝑦(0)|exp(-αx)                                       (39) 

 
of the wave decreases exponentially along the direction x of propagation, 
as illustrated by Figure 23. Adequate probing of the exponentially decay-
ing wave within the sample offers a direct approach to measure both the 
wavelength λ and attenuation coefficient α and to thus accurately deter-
mine the propagation constant γ, from which in turn the complex permit-
tivity of the sample can be simply derived as 
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Figure 23. Sketch of a 
plane wave, propagating 
with exponentially de-
caying amplitude in x-
direction. 

 
 
 

ε(ν) = (
𝛽

𝛽0
)

2
− (

𝛼

𝛽0
)

2
− 2i

𝛽

𝛽0

𝛼

𝛽0
 .                         (40) 

 
In this equation, β0 = 2π/λ0, with λ0 = c0/ν denoting the wavelength in free 
space. Hence  
 

ε´(ν) = [λ0/λ]2 – [αλ0/(2π)]2 = [c0/(νλ)]2 – [αc0/(2πν)]2               (41) 
and 
 

ε´´(ν) = α𝜆0
2/(πλ) = 𝑐0

2α/(ν2λπ).                               (42) 
 

In deriving the above relations it has been tacitly assumed that wave prop-
agation is not affected by lateral boundaries. 
     In many applications, probing of waves that are propagated through the 
material under consideration is less appropriate if not impossible at all. 
For that reason, access to the dielectric properties is often obtained from 
waves reflected by the sample. A simple configuration is sketched in Figure 
24, where a plane wave propagating in x-direction is subjected to a discon-
tinuity at x = 0. This discontinuity is considered to derive from the pres-
ence of material with complex permittivity ε(ν) at x > 0, whereas free space 
conditions (ε(ν) = 1) are supposed to exist at x < 0. If the material extends 
over the complete half-space (x > 0), any effects from boundaries, except 
the discontinuity at x = 0, can again be neglected. The change in the per-
mittivity at the material surface causes a step in the characteristic wave 
impedance, which decreases from the value 
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Figure 24. Reflection of a 
plane wave at a step-like 
change in the characteris-
tic wave impedance at x = 
0. A plane interface be-
tween the half space with 
free space conditions (ε(ν) 
= 1) at x < 1 and material 
with complex permittivity 
ε(ν) = ε´(ν) – iε´´(ν) at x > 
0 is assumed. 

 
 
 

Z0 = (μ0/ε0)1/2 ≈ 377 Ω                                          (43) 
 
in free space to 
 

Z = (μ/ε)1/2Z0,                                                (44) 
 

which is 
 

Z = Z0/√𝜀                                                    (45) 
 
within non-magnetic materials (μ = 1). Because of the impedance step, 
only part of the incident wave with electrical field strength 𝐸𝑦

𝑖  penetrates 
the material and propagates forward. This part is not shown in Figure 24. 
Another part is reflected to propagate backwards. Both waves are con-
trolled by the incident wave as well as the transmission and reflection co-
efficients 
 

dt = 
2𝑍

𝑍+𝑍0
 = 

2

1+√𝜀
                                              (46) 

 
and  
 

r =
𝑍−𝑍0

𝑍+𝑍0
 = 

1−√𝜀

1+√𝜀
 ,                                              (47) 

 
respectively. The electrical field of the reflected wave is thus given by the 
relation 
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𝐸𝑦

𝑟(𝑥) = 𝑟𝐸𝑦
𝑖 (−𝑥) = 𝑟𝐸̂exp(γ0x).                             (48) 

 
As the reflected wave moves in a lossless medium, its amplitude does not 
decrease with distance from the plane of reflection. Due to the complex 
reflection coefficient 
 

r = |𝑟|e-iφ,                                                    (49) 
 

with momentum |𝑟| < 1 and finite phase angle φ, however, 𝐸𝑦
𝑟(𝑥) reveals a 

reduced amplitude and a phase shift (Fig. 24). Hence measurement of 
these parameters can be used to noninvasively determine the complex 
permittivity of the dielectric material. Some measurement techniques uti-
lizing wave reflection will be discussed in the next section. 
 
 
3.1.1.2   Transmission and reflection measurement: a short survey 
 
Figure 25 provides a summary of some frequently used configurations in 
which waves transmitted through or reflected from a specimen cell are 
used to measure the complex permittivity of a sample [150].  The sample 
may be solid or liquid. In some configurations liquids need to be held by 
dielectric windows (c, f, g, i), to be confined by a container (b, h), or to be 
prevented from flowing through the slit of a slotted line by a suitable seal-
ing (e). Liquids allow for an easy variation of the effective sample length s 
and thus for complex permittivity determination without the need of cali-
bration measurements. The methods sketched in Figure 25 are not applied 
at equal values. Some of them are used only to meet special requirements. 
In the following the focus will thus be the principles of measurement but 
also techniques suitable for computer-controlled measurement routines 
and for permittivity determinations without calibration, as required for 
the dielectric characterization of reference materials. As with the other 
techniques discussed in the dielectric measurement methods chapter, de-
velopment specially devoted to electromagnetic moisture determination 
will be presented below in chapter 5. 
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Figure 25. Scheme of configura-
tions for transmission (a-c) or 
reflection measurement tech-
niques (d-i). The latter may re-
fer to the observation of stand-
ing wave patterns (d-h) or re-
flected waveforms (i). Circular 
or rectangular waveguide sec-
tions are sketched here. Several 
configurations apply analogous-
ly to coaxial lines. a) sample of 
fixed length completely filling 
the line section [175, 176]; b) 
partly filled line section [177, 
178]; c) line with movable probe 
for effective length variation of 
liquid samples [179-181]; d) 
standard setting for both liquids 
and solids [182]; e) completely 
filled slotted line [183]; f) slot-
ted line combined with length 
variation of liquid sample [184]; 
g) equivalent to f) but partly 
filled with liquid or solid sample 
[185]; h) partly filled slotted line 
[186]; i) convenient setting for 
reflection coefficient determina-
tion, with sample length varia-
tion for liquids [187-189]. 1, line 

with ε, sample; 2, feeding line; 3, receiving line; 4, receiving line movable 
along the direction of wave propagation; 5, movable probe; 6, slotted line; 
7, movable shorting plunger; 8, directional coupler. 

 
 

3.1.1.3   Transmission methods, calibration-free measurement 
 
A prominent example for such techniques of liquid measurement is 
sketched in part c of Figure 25. A line (4) that is immersed in the liquid can 
be precisely shifted along the direction of wave propagation and is thus 
capable of probing the field transmitted through the sample at different 
cell lengths s. Figure 26 shows a simple waveguide (or, alternatively, coax-
ial line) configuration that has been widely used for measurement of lossy 
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liquids [190-193]. The variable length transmission cell allows the dielec-
tric properties of liquid samples to be determined without the need for 
calibrations. Thus, it offers a favorable basis for the measurement of refer-
ence liquids.  
     Reminiscent of radio-frequency bridge circuits the measurement set-up 
is often called “microwave bridge”, but pointing at similarities to optical 
interferometers, the term “microwave double-beam interferometer” is 
likewise used. This ambivalent denomination expresses in an obvious 
manner the intermediate position of the microwave frequency range. In 
order to demonstrate the principle of operation clearly, Figure 26 displays 
only the essential components of the bridge. Devices reducing subtle 
sources of undesired spurious effects and thus increasing the precision of 
results have been omitted for simplicity.  
     The variable attenuator (6, Fig. 26) and variable phase shifter (7) of the 
bridge allow for adjustment of the zero output signal of the bridge at a 
suitable position s0 of the probing waveguide or coaxial line (4) of the 
sample cell (3). Moving the probe and simultaneously re-adjusting the 
calibrated attenuator (6) yields the zero output signal again at  

 
s = s0 + λ                                                   (50) 

 
if the attenuator setting has been changed by αλ. Hence the wavelength λ 
within the liquid as well as the attenuation coefficient α, and thus the  
 
 

Figure 26. Microwave 
bridge for complex 
permittivity measure-
ment of liquids at vari-
able sample length s 
[190-192]. 1, signal 
generator; 2, direc-
tional coupler; 3, 
waveguide containing 
the liquid (ε), with die-
lectric window (w) and 
4, probe movable along 
the direction x of wave 

propagation, 5, flexible waveguide or coaxial line; 6, calibrated variable 
attenuator with constant phase shift; 7, variable phase shifter; 8, zero sig-
nal indicator. 
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Figure 27. Block dia-
gram of a microwave 
bridge for complex 
permittivity meas-
urement of low-to-
high-loss liquids 
[181]. 1, signal gener-
ator; 2, directional 
coupler; 3, waveguide 
containing the liquid 
(ε), with dielectric 
window (w) and 4, 
probe movable along 
the direction x of wave 
propagation; 5, flexi-
ble waveguide or co-
axial line; 6, variable 

attenuator; 7, variable phase shifter; 8, level meter. 
 

 
complex permittivity of the liquid, are just obtained from the readings of 
the probe positions and the calibrated attenuator. The methods need a 
sensitive zero signal indicator, however, preferably a superheterodyne 
receiver, followed by further provisions for noise reduction. Operation of 
the bridge in this manner also implies attenuation coefficients of the sam-
ple sufficiently large to omit any noticeable signals reflected back and forth 
between the probe at x = s and the dielectric window at x = 0.  
     The set-up can be modified to also apply to low-loss liquids and to ena-
ble convenient computer-controlled modes of operation [181]. Figure 27 
presents a block diagram which again shows the essential components 
only. A simple attenuator (6) and a phase shifter (7) are used to just adjust 
zero output signal Uout of the bridge at a suitable position s0 of the probe 
(4). Afterwards Uout is recorded as a function of sample length s as the 
probe is shifted along the direction x of wave propagation and the bridge 
goes out of balance. In order to consider any fluctuations in the signal 
provided by the generator (1) the input signal Uin of the bridge is also 
recorded. The (scalar) transfer function of the microwave bridge (or 
double-beam interferometer) is then given by the relation [181] 

S(x) = Uout/Uin = ||𝑇̂|
exp (𝛾𝑠)

1−𝑟̂exp (−2𝛾𝑠)
+ |𝑇0|exp (𝑖∆𝜑)| ,                   (51) 
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Figure 28. Transfer 
profiles of a micro-
wave bridge as shown 
in Figure 27 [181]. 
Turquoise points  
refer to data from a 
cell filled with water 
at 25 °C and operated 
at 6.3152 GHz. Blue 
points show results 
for an aqueous 
solution of n-heptyl-
ammonium  chloride 
at 25 °C and at 17.956 
GHz. Lines are graphs 
of Eq. (51).  

 
 
where |𝑇̂| and |𝑇0| denote amplitudes, 𝑟̂ = rout·rin combines the sample-
length-independent reflection coefficients at the liquid-probe and 
dielectric window-liquid interfaces, respectively, and Δφ is the phase 
difference between the measurement and the reference signal. For water 
at 6.32 GHz (tanδ = 0.30) and an aqueous solution of a cationic surfactant 
at 17.96 GHz (tanδ = 0.94) experimental transfer profiles are displayed in 
Figure 28 and compared to the graphs of Eq. (51), with parameters as 
resulted from a nonlinear least-squares regression analysis. Adequacy of 
the method to low-loss liquid complex permittivity measurement is 
 

 

 

 
Figure 29. Transfer 
function as in Figure 
28 but for a mixture 
of n-heptanol and n-
pentane with mole 
fraction Xhept = 0.1 of 
alcohol [181]. The 
measurement fre-
quency is 7.054 
GHz; T = 25 °C. 
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demonstrated by the transfer function of Figure 29 which rather displays a 
standing wave profile (tanδ = 0.03). 
     Waveguide technology offers favorable conditions for complex 
permittivity measurements at frequencies up to 500 GHz. A drawback of 
waveguide devices is their limited usable bandwidth which necessitates 
the application of a series of set-ups in order to reach a reasonable 
frequency coverage. At frequencies below roughly 50 GHz use of a modern 
broadband vector network analyzer (VNA) may substantially reduce time 
and effort. Even if, for optimum operation and reduction of errors from 
potential higher-order modes, small-band sample cells are applied, a VNA 
may replace a set of bulky waveguide bridges and facilitate measurement 
routines considerably.  
     Figure 30 shows a measuring system that may be used for automated 
variable-length transmission sample cell measurement to yield transfer 
function profiles as described before.  The VNA provides a measurement 
signal at his port S (Fig. 30). The signal is splitted to feed part of it back to 
the reference channel (R). The other part is supplied to the sample cell for 
the measurement of the signal transmitted through the sample of length s. 
It is then received by the measurement channel (M) of the VNA. Using a 
stepping motor drive (6, 7) and a digital distance meter (8, 9) the transfer 
function measurement can be easily controlled by a laboratory computer 
which also allows S(x) to be directly analyzed in terms of Eq. (51). 
     Eq. (51) has been derived disregarding any reflections from the upper  
 
 

 
 
Figure 30. Scheme of sample cell 
transfer function measurement 
utilizing a VNA. 1, network analyzer 
with signal port (S) as well as 
measurement (M) and reference (R) 
input channels; 2, power splitter; 3, 
waveguide containing the liquid (ε) 
which is held by a dielectric window 
(w); 4, probe movable along the 
direction x of wave propagation; 5, 
coaxial line; 6, stepping motor with 7, 
control unit; 8, digital distance meter 
with 9, appropriate electronic device; 
10, process control computer [149, 
194].  
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Figure 31. Cross-sectional view of a variable-
path-length cell for automated permittivity 
measurement of liquids with low to high die-
lectric loss [181]. 1, circular waveguide with 
dielectric window (w) and sample liquid (ε); 2, 
circular waveguide moveable along the direc-
tion of cell axis and thus along the direction x 
of wave propagation; 3, solid dielectric filling 
and sealing the probe (2); 4, contactless reflec-
tor ring with thin holes (4a) and ring-shaped 
insulator (4b); 5, tapered waveguide section; 6, 
flange.  
 

 
surface of the sample, i. e. the liquid-air interface. Since the position of that 
surface varies as the probe is moved, it is difficult to consider such reflec-
tions analytically. For that reason, probes preventing the electromagnetic 
field from reaching the liquid-air interface are preferably used. Construc-
tion of a cell from a circular waveguide is shown in Figure 31. The probe, 
likewise a circular waveguide, is filled with a lossless solid material, the 
permittivity of which is sufficiently large to enable wave propagation in 
the complete frequency range covered by the sample waveguide (1). The 
probing waveguide is provided with a metallic reflector ring (4) that pre-
vents the electromagnetic field from reaching the liquid – air interface. 
Small holes (4a) in the ring, with diameter far below the cut-off wave-
length of the field within the sample, allow flow of the liquid as the probe 
is moved. The reflector ring is also provided with a ring-shaped insulator 
(4b), in order to avoid any contact of the probe (2) with the sample wave-
guide (1). A tapered waveguide section (5) or a waveguide-to-coaxial line 
adapter establishes the transition between the probing waveguide with 
reduced diameter and a microwave bridge (Fig. 27).  
     The transfer function T of the sample waveguide is obtained by sum-
ming up the contributions from the waves reflected back and forth at the 
dielectric window–sample and sample–reflector interfaces with reflection 
coefficients rin and rout, respectively. As already obvious from Eq. (51),  
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T = 𝑇̂exp(-γs)/[1 – rinroutexp(-2γs)]                                (52) 
 

follows, with 𝑇̂ denoting the transfer function of the less interesting sam-
ple-length-independent parts of the sample cell. In this context it is im-
portant to notice that the propagation constant  
 

γ = (𝛽𝑐
2 − 𝜀𝛽0

2)1/2                                               (53) 
 

of a wave within a waveguide differs from that in free space by the non-
vanishing cutoff constant 
 

βc = 2π/λc.                                                     (54) 
 

In this relation the cutoff wavelength λc is the largest wavelength of an 
electromagnetic field that can be transmitted through the waveguide [174, 
195]. For circular waveguides which, due to their easier manufacture, are 
often used as sample cells,  
 

βc = 2j11/d,                                                     (55) 
 

where j11 = 1.84 denotes the first root of the first derivative of the Bessel 
function of first order and first kind and d is the diameter of the wave-
guide. Hence, instead of Eq. (41), relation 
 

ε´(ν) = [λ0/λ]2 – [αλ0/(2π)]2 + [λ0/λc]2                            (56) 
 

applies to the permittivity evaluation from measurements using wave-
guide cells with a completely filled cross-section. 
     For convenience, waveguide sample cells are often operated at frequen-
cies at which higher-order field modes can propagate. Since existence of 
such modes may adversely affect the accuracy of the experimental data, 
care has to be taken to avoid excitation of higher-order field configurations 
within the cell. A dielectrically homogeneous window (w) with plane faces, 
precisely aligned perpendicular to the cell axis, is mandatory. Interference 
of the desired fundamental field configuration with higher-order modes 
leads to a dependence of the results upon the starting position s0 of the 
measurement. Repeated data recording at different s0 is therefore recom-
mended for verifying absence of undesired modes.  
     Measurements without variation of the sample length normally require 
calibrations in order to account for the reflection and transmission coeffi-
cients of dielectric windows, containers or any fixtures holding the sample. 
Even if, as in Figure 25a, a solid sample fills the cross-section of the sample 
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waveguide completely, calibration measurements using suitable reference 
materials have to be performed or samples of different length have to be 
precisely manufactured in order to account for the a priori unknown re-
flection coefficient of the solid. Alternatively, both the reflection and 
transmission coefficient of the sample cell may be determined and com-
bined in the evaluation procedure as briefly featured below in section 
3.1.1.5.  
 
 
3.1.1.4   Reflection techniques, open-ended coaxial line probe 

 
Due to their noninvasive character reflection measurements are frequently 
preferred. Figure 32 shows a microwave bridge for the measurement of 
the signal reflected from the specimen cell relative to a reference signal 
[196]. The cell is formed by a piece of rectangular waveguide. It is provid-
ed with moveable short in order to allow for the variation of the liquid 
column through which the electromagnetic wave passes. The short circuit 
is a crucial device because its reflection coefficient should be as close as 
possible to -1 and should be as accurately as possible maintained when the 
device is shifted along the x- direction. As with the computer-controlled 
transmission measurement (Fig. 27) the variable attenuator (6) and phase 
shifter (7) are both just used for the adjustment of an appropriate output 
signal U(s0) at a suitable position s0 of the short. The signal U(s) recorded  
 
 

Figure 32. Microwave inter-
ferometer for reflection 
measurements [196], corre-
sponding the microwave 
bridge for transmission 
measurements (Fig. 26). 1, 
signal generator; 2, direc-
tional coupler; 3, waveguide 
containing the liquid (ε), 
with dielectric window (w) 
and 4, short circuit shiftable 
along the direction x of wave 
propagation; 5, short-circuit 
drive, e.g. stepping motor; 6, 
variable attenuator; 7, vari-

able phase shifter; 8, level meter. 
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Figure 33. Voltage profile 
demonstrating the output 
signal of a reflection coef-
ficient interferometer 
[144]. The data corre-
spond with the measure-
ment of water (𝜀′ = 9.35, 
𝜀′′ = 16.71, tan δ = 1.8) at 
30 °C and 90 GHz. A piece 
of WG 22 waveguide (26.4 
to 40.1 GHz) has been 
used as liquid cell in this 
measurement. U0 is the 
voltage U(s0) at s0, λ0 is the 
wavelength c0/ν in free 
space. 

 
 
at varying position s of the short can again be evaluated to yield the com-
plex  propagation constant γ of the wave and thus the complex permittivity 
ε of the liquid. 
     An example of the output signal of a microwave interferometer for re-
flection coefficient measurement is presented in Figure 33. This example 
nicely demonstrates that reflection measurements, preferably applied in 
the investigation of low-loss samples, may be also used for liquids with 
high dielectric loss. 
     Many configurations of reflection coefficient measurements, each one 
matched to special sample properties, have been reported. The short cir-
cuit, for example, may be located outside the sample so that it reflects the 
incident wave after passing the sample [197]. Evidently, such arrangement 
includes the possibility to measure solids. Similarly spread [182-186, 198-
206] have been methods in which slotted lines are used to shift a movable 
detector along a standing wave pattern, produced by reflection from the 
sample and superposition with incident wave (Fig. 25d-h). The complex 
dielectric constant of the sample is the then derived from the voltage ratio 
VSWR = Umax/Umin = U(xmax)/U(xmin) of the standing field and the shift Δxmin 
of the positions of the minima relative to a reference pattern (Fig. 34). 
Standing wave approaches are still utilized in certain events [185], but 
techniques requiring less complex mechanics, preferably entirely without 
movable devices, are now more popular. They partly compensate for lower 
demands in the precision mechanics by higher efforts in the calibration  
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Figure 34. Voltage variation 
along a transmission line 
with a sample connected 
(turquoise curve) and with 
the line short-circuited at 
the sample position (blue 
curve). In this example |r| = 
0.5 is assumed at the sample 
– unloaded line interface so 
that Umax = Ui⋅(1 + |r|), Umin = 
Ui⋅(1 – |r|) and VSWR = 
Umax/Umin = 3. Ui is the inci-
dent signal voltage. 

 
 
and numerical evaluation procedures.  
     Much use is made from broadband coaxial line reflection methods. Often 
they are based on cells of the cut-off variety which offer favorable condi-
tions for the complex permittivity determination of liquids and many ma-
terials of relevant moisture content. These conditions include the suitabil-
ity for frequency domain as well as time domain measurement methods 
and the applicability in an exceeding frequency band, roughly ranging 
from 1 MHz to 40 GHz [207, 208]. Cut-off probes are, in addition, increas-
ingly applied [192, 207-229] as easy-to-handle devices which combine the 
convenience of non-invasive operation with simplicity of on-line imple-
mentation in complex measurement systems and control circuits.  
 

 

Figure 35. Schematic 
of open-ended coaxi-
al line sensors (a, c) 
and their lumped 
element equivalent 
circuit (b): a, flanged 
version with “infinite 
half-space” geome-
try; c, shielded coaxi-
al line – to – wave-
guide transition. 1, 

feeding coaxial line; w, matched dielectric window sealing the line; 2, 
ground plane flange; liquid filled coaxial line section of length l; 4, circular 
“below cut-off” waveguide section.  
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     Originally the shielded circular-to-cylindrical waveguide transition de-
picted in part c of Figure 35 has been designed in order to allow for simul-
taneous dc conductivity and complex permittivity measurement of electro-
lyte solutions by inserting conductivity electrodes in the circular wave-
guide section [230]. The advantage of such a mode of operation is assur-
ance of identical temperature for both parameters, enabling a superior 
determination of the dielectric contribution to 𝜀′′ to εtot from Eq. (31). If 
adequately arranged the conductivity electrodes do not disturb the elec-
tromagnetic field of the permittivity measurements because the circular 
waveguide is excited well below the cut-off frequency of its TM01 mode 
when filled with the liquid [192, 230-233]. The rapidly decreasing evanes-
cent field excited in the circular waveguide section implicates, in addition, 
the need for sample volumes on the order of 1 cm3 only and also inde-
pendency of exact filling level as well as the shape of the liquid meniscus. 
     The length l (< λ/4) of the coaxial line section (Fig. 35c) of shielded 
open-ended cells can be used to match the cell properties to the frequency 
of measurement and the complex permittivity of the sample. Hence the 
accuracy of the data obtained may benefit from the use of a set of cells with 
different l. At sufficiently large l, the shielded cell can be well represented 
by the simple equivalent circuit of two capacitances in parallel, given in 
part b of Figure 35. Capacitance εC represents the liquid-filled part. It can 
be calculated according to transmission line theory, using an effective cell 
length leff (> l) to take the evanescent field of the circular waveguide into 
account. Capacitance C0 considers the feeding coaxial line (1, Fig. 35), in-
cluding the sealing dielectric window (w). At higher frequencies and larger 
permittivity of the sample, small lengths l of the liquid-filled coaxial line 
section, including l = 0 (Fig. 36c), are appropriate. On such events, flux 
lines passing both the dielectric window (w) and the sample (ε) have to be 
respected. The equivalent circuit of the cell is therefore completed by a 
serial configuration of capacitances εwC1 and εC2 in parallel to εC and C0 
(Fig. 36b). The equivalent networks of the shielded open-ended coaxial 
cells are indeed easy to understand intuitively. They have been, however, 
theoretically verified by full-wave mode-matching analysis [233]. In prac-
tice the input admittance of the cells is calculated as  
 

Y(ν, ε) = i2πνCtot(ν, ε)                                       (57) 
 
with 
 

Ctot = C0 + ε(ν)C + εwε(ν)C1C2/[εwC1 + ε(ν)C2].                       (58) 
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Figure 36. Unflanged 
coaxial line sensor (a) 
and cut-off cell with 
vanishing coaxial line 
part (l = 0, b) shown 
with flux lines of the 
evanescent electrical 
field of strength E. Part 
c reveals an equivalent 
circuit representation 
of both devices. 1, feed-
ing coaxial line; w,  
dielectric window. 

 
     
The values of capacitances C and C0 as well as C1 and C2 are obtained from 
calibration measurements as will be discussed in more detail below. 
     Shielded open-ended coaxial cells avoid stray fields and are advanta-
gously applied in liquid studies. Alternatively, open-ended coaxial probes 
as sketched in parts a of Figures 35 and 36 have been designed. They apply 
also to tissue measurement or investigation of solid samples. Interaction of 
the electromagnetic measurement signal with the sample is provided by 
the fringing field protruding from the end of the coaxial line. In a first ap-
proximation the reflection coefficient of the flanged version of such a 
probe (Fig. 35a) is calculated assuming “inifinite half-space” conditions: 
the sample is assumed sufficiently  large and its dielectric losses sufficient-
ly high to neglect any signals reflected from boundaries except the sensor-
sample interface. On such conditions the arrangement at low frequencies 
can be also represented by two capacitors in parallel as sketched in part b 
of Figure 35. Here C accounts for the fringing field interacting with the 
sample. In conformity with the cut-off cell (l = 0, Fig. 36b), the non-flanged 
open-ended probe needs the consideration of the series configuration of 
two additional capacitances (Fig. 36c) in order to include flux lines passing 
the dielectric window and the sample as well. Full-wave analysis of the 
electromagnetic field at the probe aperture yields an integral equation for 
which, unfortunately, an analytical solution does not exist [218, 229]. Suit-
able numerical methods, however, to handle the integral equation are 
available [222, 234, 235]. Often the simple equivalence circuits of Figures 
35 and 36 are used again to evaluate the data. 
     It is only briefly mentioned that modified sensors have been designed in 
order to broaden the applicatioin range of the basic devices. Examples are 
open-ended coaxial probes backed by a conducting plane which are  
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Figure 37. Vector network analyzer set-up 
for input impedance and reflection factor 
measurement: 1, VNA with S, signal output 
port; R, reference input channel; M, meas-
urement input channel; 2, reflection test set; 
3, sample cell or electromagnetic sensor; 4, 
process control computer. 
 

      
matched to the measurement of thin samples [215, 219, 224, 236]. 
     Adequate to frequency domain measurements with broadband open-
ended coaxial sensors are vector network analyzers appendant to a suita-
ble reflection test set (RTS), which is essentially a combination of power 
splitters and directional couplers. By analogy with the microwave inter-
ferometer discussed before (Fig. 32), a plain arrangement is shown in Fig-
ure 37. Imperfect operation of both the RTS and the VNA may result in 
small differences between the indicated (𝑟̃) and the true reflection coeffi-
cient  
 
 

r = 
𝑍−𝑍0

𝑍+𝑍0
=

1−𝑌𝑍0

1+𝑌𝑍0
                                                 (59) 

 
where Y = Z-1 again denotes the input admittance of the cell, i.e.the admit-
tance at the reference plane of the RTS. The true reflection coefficient de-
rives from the indicated coefficient as 
 

𝑟 =
𝑎1𝑟̃−𝑎2

𝑎3𝑟̃+1
 .                                                    (60) 

 

The three unknown parameters a1, a2, and a3 are typically obtained from 
calibration procedures using the open end (Y = 0), the short circuit (Y-1 = Z 
= 0), and the matched termination (Y-1 = Z0) configurations as references. 
Probes that can be well represented by the simple parallel circuit of two 
capacitances (Fig. 35) can be included in the calibration procedure by con-
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sidering the RTS-VNA configuration in combination with the specimen cell 
[237, 238]. Bilinear relation  
 

𝜀(𝜈) =
𝑏1(𝜈)𝑟̃(𝜈)−𝑏2(𝜈)

𝑏3(𝜈)𝑟̃(𝜈)+1
                                              (61)            

 
then describes the complex permittivity ε(ν) of the sample as function of 
the indicated reflection coefficient 𝑟̃. Parameters b1, b2, and b3, characteriz-
ing the cell together with the measurement system are obtained from cali-
bration measurements using suitable reference materials, such as air, wa-
ter, and a liquid with permittivity different from air (ε = 1) and water (ε(0) 
= 78.36, 25 °C [137]). If the more complicated equivalent circuit of Figure 
36 is required for the adequate representation of the probe, more elabo-
rate calibration is unavoidable, for instance by calibrating the network 
analyzer – reflection test set combination and the cell or probe separately. 
 
 
3.1.1.5   Cells for measurement at high hydrostatic pressure 
 
The dielectric properties at high hydrostatic pressure are fundamantal in 
liquid state physics as they provide insights into the liquid structure. Espe-
cially water, due to the voluminous arrangement of hydrogen-bonded 
molecules (Fig. 6) is expected to respond noticeably to pressure variation. 
The pressure dependence in the complex permittivity of materials is addi-
tionally important in various applications, including moisture determina-
tion. An example is the monitoring of water formation in subsea oil and 
wet gas production and transportation [239]. Reflection techniques are 
convenient for dielectric measurements at hydrostatic high pressure be-
cause they need only one sealing window for the connection of the high-
pressure sample cell to the electromagnetic measurement system.  Open-
ended coaxial probes have been used at moderate pressure [240, 241]. 
Figure 38 shows a schematic of a cell for which a commercial semirigid 2.2 
mm coaxial cable is used as dielectric probe. In that arrangement the gap 
between the inner conductor and outer conductor is simply filled with a 
PTFE spacer. The cell allows for hydrostatic pressures up to about 20 MPa 
and covers the frequency range 200 MHz - 20 GHz. An alternative design of 
an open-ended coaxial line cell utilizes a sapphire bead as high-pressure 
window at pressures up to 9 MPa and at frequencies up to 2.5 GHz [241]. 
     Significantly higher pressure is reached with the waveguide reflection 
measurement configuration shown in Figure 39. A highly pressure-
resistant self-sealing hemispherically shaped ceramic window (1, Fig. 39)  
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Figure 38. Sketch of a cell for 
dielectric measurement at in-
creased hydrostatic pressure 
[240]: 1, semirigid coaxial cable 
with 1a, PTFE spacer and 1b, 
high-pressure outer tube; 2, 
feeding line; 3, pressure-
resistant casing; 4, liquid inlet. 

 
Figure 39. Sectional view of high-pressure cells for reflection coefficient 
measurement in the frequency range 5.5 to 40 GHz [242, 243]: 1, self-
sealing hemispherical window from Al2O3 ceramic; 2, circular-to-
rectangular waveguide transition with specially shaped dielectric rod; 3, 
pressure-resitant casing; 4, liquid inlet. 
 
 
closes the sample volume. The reflection coefficient at the sample − win-
dow interface is probed at hydrostatic pressures between 0.1 and 200 MPa 
[242, 243]. The feeding section (2) includes a circular − rectangular wave-
guide transition to facilitate the use of standard waveguide components in 
the measuring set-up. The transition includes a ceramic rod with suitable 
permittivity and computed shape in order to provide wave propagation in 
the narrow waveguide section. Three analogous devices allow for meas-
urements in the frequency bands 5.3 to 7.9 GHz, 12.4 to 18 GHz, and 26.5 
to 40 GHz. Results for the pressure dependence of the dielectric parame-
ters of water and aqueous solutions at ambient temperature are given be-
low in chapter 4.  
     A cell for high pressure (p ≤ 120 MPa) and high temperature (T ≤ 750 
°C) has been designed for both reflection and transmission measurement.  
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Figure 40. High-pressure cell 
for microwave transmission 
measurement [244]: 1, coaxi-
al line; 2, sealing quartz tube; 
ε, liquid volume; 3, pressure-
resistant casing; 4, liquid res-
ervoir; 5, liquid inlet, pressur-
ization; 6a, feeding line; 6b, 
transmitted signal line. 

 
  
As sketched in Figure 40 it involves a coaxial line with two quartz tubes (2, 
Fig. 40) serving as sealing windows between the inner and outer conduc-
tor. The signal transmitted through or reflected from the quartz-sample-
quartz assembly is recorded using a network analyzer [244]. 
 
 
3.1.1.6   Reflection-transmission techniques 
 
Certainly, the combination of reflection and transmission techniques can 
enhance the sensitivity in measurement or the versatility in applications. 
Vector network analyzers are particularly suited for such modes of opera-
tion since, in principle, they need only an appropriate directional coupler 
to feed the signal reflected from the cell in one of the measurement chan-
nels of the instrument while the transmitted signal is applied to the second 
channel (Fig. 41). The somewhat more elaborate relation between the 
 

 

 

 

 

Figure 41. Set-up for combined reflection 
and transmission measurements using a vec-
tor network analyzer (3) combined with a 
reflection or S-parameter test set (4). a, b, 
coaxial line and waveguide-below-cut-off 
transmission line cell, respectively with 1, 
coaxial feeding line and 2, sample volume; 3a, 
VNA signal generator with signal output S; 
3b, two-channel superheterodyne receiver 
with signal input ports A and B; 3c, synthe-
sizer; 5, process control computer.  
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measured signals and the complex permittivity of the sample is favorably 
obtained from a scattering parameter (S-parameter) algorithm [245-247] 
and thus the VNA is combined with a commercial S-parameter test set 
[238, 244, 248-251].  
     Scattering parameters relate the amplitudes and phases of the signals 
leaving a complex network at the output lines to the amplitudes and phas-
es of the signal incident at the input lines. For the two-port microwave 
networks under consideration the relevant (complex) scattering parame-
ters are S11, the input voltage reflection coefficient, and S21, the forward 
voltage gain, i. e. the output voltage divided by the input voltage.  
 

 
3.1.1.7   Miniaturized measurement structures, resonators  

 
Both the coaxial line cell and the cell from the waveguide-below-cut-off 
variety depicted in Figure 41 can be constructed to need a sample volume 
on the order of 100 μl only. A similarly small sample volume has been 
reached with miniature flangeless open-ended coaxial probes [208]. For 
the use with biological materials and pharmaceutical formulations as well 
as in medical applications measurements at even smaller sample volumes 
are sometimes required. Considerable efforts have therefore been made in 
order to reduce the relevant liquid volume.  
     In Figure 42 the design of a simple cell that takes 200 nl only [252] is 
sketched. The sample is contained in a narrow capillary made of fused 
silica. Its inner diameter is as small as 0.2 mm. Two metallic electrodes 
wrap the capillary and enable the device to be connected to the electronic 
measurement circuit via the transmitting (3, Fig. 42) and receiving (4) 
signal lines. An advantage in many applications is the operation of the 
sample without any metallic contact. The sensitivity of the method, which 
so far has been used in the frequency range between 50 MHz and 1.6 GHz 
[252], has been noticeably increased by using an interferometric set-up in 
which the complex transmission factor of the cell is directly compared to 
that of an identically constructed reference cell. The latter is typically filled 
with a liquid of well-known dielectric properties.  
 

 
Figure 42. Capillary- 
based transmission cell 
for dielectric measure-
ment at 200 nl sample 

volume [252]: 1, capillary holding the liquid sample (ε); 2, metallic elec-
trodes wrapped around the capillary; 3, feeding line; 4, receiving line. 
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     Many miniaturized measurement sensors in use [253-260] are based on 
coplanar waveguide structures to which geometrically well-defined mi-
crometerscale fluidic channels are connected [261]. As an example, a two-
strip configuration is shown in Figure 43. Devices with three metallic 
strips are also used and often meandering microfluidic channels are 
aligned directly above the metallic electrodes. Cells also differ by the sub-
strate material and by the frequency band of measurement, ranging up to 
40 GHz [259, 260]. The required sample volume has been reduced to 1 nl 
by integrating an interdigitated capacitor array into a coplanar waveguide 
structure [260]. Such devices thus enable microwave dielectric spectros-
copy at cellular levels [259, 262]. Avoiding elaborate cleanroom facilities 
and thus reducing costs of production, a microstrip interferometer for 
measurement up to 10 GHz has been built by integrating microfluidic 
channels on a standard radiofrequency printed circuit board [263].    
     Microfluidic channel sensors include also resonant structures [260] in 
which the electromagnetic waves are reflected back and forth between 
places of substantial impedance changes. Because of the multiple reflec-
tions the pathway of interaction between the electromagnetic field and the 
sample is virtually increased, thus providing a superior sensitivity in 
measurements. The high sensitivity can be utilized to reduce the sample 
volume, to study low-loss samples,  or to indicate small changes in the die-
lectric properties of samples. The principle of resonator measurement may 
be illustrated by Figure 44, where a cavity resonator is shown which con-
sists simply of a piece of rectangular waveguide. At its ends the waveguide 
section is terminated by metallic walls, providing reflection coefficients r0 
and rl close to -1. The walls are equipped with a dielectric window (or an-
other antenna) to allow for a weak coupling of the resonator to the micro-
wave circuit for transmission measurement.  
 

 
 
Figure 43. Sketch 
of a coplanar wave-
guide cell [261] 
with two metallic 
strips (2): 1, sub-
strate; 2, electrode; 
3, microfluidic cha-
nnel containing the 
sample (ε); E, elec-
trical field lines. 
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Figure 44. Cavity resonator 
made from a piece of rectan-
gular waveguide: 1, metallic 
faces provided with 2, cou-
pling dielectric windows or 
other suitable antennae (a). 
Also shown are two examples 
of possible electric field dis-
tributions within the cavity 
(b).  

 
 
     The electrical field set up in the cavity may be considered as a superpo-
sition of a series of waves propaging back and forth within the liquid. Con-
sider first an “ideal” resonator without any losses (𝜀′′ = 0). According to 
Eq. (53) the propagation constant within the waveguide section is given by  
 

γ = 2π/λ,                                                     (62)                                        
 
where  

 
λ = (𝜆𝑐

−2 − 𝜀′𝜆0
−2)-1/2                                                       (63) 

 
is the wavelength. Since the electrical field strength must vanish at the 
positions x = 0 and x = l of the metallic walls, i.e. in case r0 and rl are as-
sumed exactly -1, a signal is transmitted by the resonator only if 

 
sin(2πl/λ) = 0,                                               (64) 

 
i.e.  

 
2πl/λ = pπ  or  λ/2 = l/p,   p =1, 2, …   .                     (65) 

 
 

Hence the spectrum of the ideal resonator is a series of equidistant delta 
functions at every integer multiple of a half wavelength of the electrical 
field within the cavity. Since according to Eq. (63) λ is related to the real  
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Figure 45. Resonance 
curves of an unloaded 
(black curve) resonator 
and a cavity resonator 
filled with a dielectric 
(blue curve): νr0 and νr 
denote the resonance fre-
quencies of the empty and 
filled resonator, respec-
tively. Δνho and Δνh are the 
corresponding half-power 
bandwidths. 
 

      
part of the permittivity of the sample, 𝜀′ can be directly obtained from the 
difference 

νp – νp-1 = c0/(2𝑙√𝜀′)                                             (66) 
 
of subsequent resonance frequencies.  
     Due to unavoidable losses, however, the resonance curves from real 
experiments display always a finite half-power bandwidth Δνh, as depicted 
in Figure 45. The empty resonator experiences losses because of the finite 
electrical conductivity of the wall material and the coupling of the device 
to the measurement set-up. The loaded cavity is normally also subject to 
sample losses because of a nonvanishing imaginary part 𝜀′′ of the materi-
al’s permittivity and the thus complex propagation constant γ = α + iβ of 
the electromagnetic waves within the resonator. Neglecting first the (typi-
cally small) intrinsic losses of the empty cell, the partial waves which, due 
to reflection, propagate can be added together to yield the transfer func-
tion 
 

|T(ν)| = [sinh2(αl) + sin2(βl)]-1/2 .                                    (67) 
 

At small losses (αl « 1) this function can be developed for a frequency 
range around a given resonance frequency νr (= νp, Fig. 45) to yield relation 
 

αλ = πΔνh/νr = πQ-1,                                               (68) 
 

where  
 

Δνh = νh+ − νh-,                                                     (69) 
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denotes the half-power bandwidth and Q = νr/νh the quatity factor. In Eq. 
(69) νh+ (> νr) and νh- (< νr) are defined by |T(νh±)|2 = |T(νr)|2/2.  
     Due to the intrinsic losses of the cell, the half-power bandwidth Δνh,meas 
from measurement contains contributions Δνh,s and Δνh,0 from both the 
sample and the empty cell. To account for the latter, energy losses are as-
sumed to be additive. Applying the above definition of the quality factor 
analogously, relation  
 

1/Qs = 1/Qmeas – 1/Q0                                               (70) 
 

is used to obtain the relevant quality factor Qs from Qmeas. The quality fac-
tor of the empty cell is normally determined from reference measure-
ments. Eqs. (69, 70) show that Q0 must be high in order to permit a high 
sensitivity of the method.  
     The above considerations are based on the assumption of field similari-
ty, i. e. on almost identical resonance frequencies in the sample and refer-
ence measurements. Because of 𝜀′ ≥ n2 ≈ 2, n = optical refractive index, the 
resonance frequency of the cavity resonator changes substantially when 
completely filled with a sample. For that reason partly filled configurations 
are normally employed. An example is shown in Figure 46, where a plane 
layer of sample (ε) is contained between two dielectric windows (w). Dif-
ferent field configurations may be used and also the positions of the sam-
ple and the windows may be shifted along the x direction to either feature 
strong interaction of the dielectric with the electric field, as appropriate to 
low-loss materials, or to offer reduced interaction, as adequate to samples 
with large permittivity.  
     The resonance curve of such a cell can be favourably calculated with the 
aid of the impedance transmission formula for homogeneous lines [174]  
 

Z(xb) = Z0[Z(xa) + Z0tanh(γΔx)]/[Z(xa)tanh(γΔx) + Z0]                  (71) 
 

which relates the impedance at position xb to the impedance at position xa. 
Here Z0 is again the characteristic impedance of the line and Δx = xb – xa. 
Hence zero impedance at x = 0 can be successively transformed to x1, x2, x3, 
x4, and finally xl (Fig. 46). Boundary condition Z(xl) = 0 yields an implicite 
complex relation for the permittivity 𝜀′ − 𝑖𝜀′′ of the sample which needs to 
be solved numerically. 
     Small sample volumes are achieved if the sample is contained in a thin 
capillary which is placed in a suitable position of the resonator (Fig. 47). 
Now, however, the cylindrical geometry of the sample is no longer 
matched to the rectangular geometry of the cavity so that the analytical  
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Figure 46. Cavity resonator, as 
the one shown in Figure 44, 
made from a piece of rectangu-
lar waveguide but only partly 
filled with sample (ε): 1, metallic 
faces provided with 2, dielectric 
coupling holes or other suitable 
antennae; w, dielectric windows 
holding the sample. 
 

 
description of the resonator cell is complicated [264, 265]. In general, the 
surface admittance of the cylindrical sample with radial field is given by 
Bessel functions of zeroth and first order [149, 195]. If wave propagation 
of the radial field within the sample can be neglected (√𝜀βrs ≪ 1, rs = ds/2) 
development of these functions reveals the admittance (when looking to-
wards decreasing radii) of the sample as 

 
Y = iωεε0rs2/h.                                                 (72) 

 
Hence it equals that of a cylindrical capacitor of height h if h is the height of 
the resonator. On such conditions, i. e. at a uniform electric field within the 
sample, perturbation methods are often employed in which insertion of 
the sample is considered a small disturbance of the original resonator field 
and in which geometrical details are combined in a so-called filling factor 
ηf [266-273]. If ηf is known from theoretical considerations or calibrations 
the real and imaginary parts of the sample permittivity are obtained for  
 
 

 

 

 

 
 
Figure 47. Linear cavity resona-
tor as in Figures 44 and 46 but 
with capillary containing the 
sample (ε): 1, metallic faces pro-
vided with 2, dielectric coupling 
holes or other suitable anten-
nae; 3, capillary of outer diame-
ter dc and inner diameter ds. 
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arbitrarily shaped objects as [268] 
 

𝜀′(νr) = 1 + 2 ηf∙( 1- νr/νr0)                                        (73) 
 
and 

 
𝜀′′(νr) = ηf /Qs = ηf∙(1/Qmeas – 1/ Q0).                                (74) 

 
 
     Alternatively, the resonator geometry may be matched to the geometry 
of the capillary. Employing cylindrical cavities with the sample placed in 
their axis (Fig. 48), in correspondence to the linear configuration of Figure 
46 the electrical field can be exactly calculated [274-276]. Impedance 
transmission formulas for radial transmission lines [195, 277] may be ap-
plied to reveal the relation between the resonance frequency and half-
power bandwidth of the resonator and the complex permittivity of the 
sample. Applying suitable antenna systems, again different field configura-
tions can be excited (Fig. 48b) in order to match the electrical field  
 

 
 
 
 
 
 
 
 
 
Figure 48. Sketch of a cy-
lindrical cavity resonator 
with calculable geometry. 1, 
metallic wall; 2, coupling 
antenna; 3, capillary holding 
the sample (ε) placed along 
the axis of the cavity (a). 
Two electric field distribu-
tions (b) indicate configura-
tions in which the sample is 
placed at sites of maximum 
(e.g. TM010 mode) and min-
imum (e.g. TE011 mode) field 
strength.   
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Figure 49. Schematic of a resonant 
coaxial sensor which, with the aid of 
its fringing electric field (E), probes a 
sample (ε) contained in a microchan-
nel: 1, microchannel; 2, substrate; 3, 
coaxial resonator with 4, metallic face; 
5, antenna for coupling the device to 
the measurement circuit. 

 
 
strength at the cavity axis to the dielectric properties and magnitude of the 
sample. 
     A variety of specially designed resonant devices for complex permittivi-
ty measurement of materials have been designed. An example are micro-
wave resonators probing a sample-filled microchannel [278-280] as 
sketched in Figure 49. Since the sample is contained in an appropriate 
substrate, by analogy to the capillary devices shown in Figures 42, 47, and 
48, excellent chemical and biological compatibility is offered by the sensor. 
The microwave part of the configuration may be considered an open-
ended coaxial sensor (Fig. 36a) which is operated in a resonant mode. So 
far rather bulky resonators with lengths around 8.4 and 17.5 cm have been 
used in order to reach resonance frequencies as small as 1.25 and 0.6 GHz, 
respectively. Hence at those frequencies the advantage from miniaturiza-
tion of the channel holding the sample is partly compensated by the large 
dimensions of the resonator. The method proves, however, that, at the 
expense of broadband applicability, the sensibility of open-ended sensors 
can be increased by a resonant mode of operation. 
 
 

 
 
 
Figure 50. Whispering gallery mode reso-
nator combined with a sample-filled micro-
channel [281]: 1, spherical resonator made 
of sapphire; 2, dielectric waveguide; 3, sub-
strate containing the microchannel (4) that 
is filled with the sample (ε). 
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     Resonator techniques often enable measurements at one fundamental 
frequency only and are thus notoriously smallband. To a certain extent this 
disadvantage is overcome by whispering-gallery-mode resonators which, 
due to their rich resonance frequency spectrum, offer a broader frequency 
range of measurement [281-285]. Dielectric spheres or discs made from 
materials with extremely small dielectric loss, such as sapphire, are uti-
lized as resonant device (1, Fig. 50). It is coupled to the microwave set-up 
via a dielectric waveguide (2). Electromagnetic fields excited in the reso-
nant body may re-phase after a complete turn and thus lead to sharp reso-
nances. Appropriate adjustment of the body’s permittivity results in total 
reflection of the field at the surface and thus largely restricts the resonant 
modes of whispering gallery type to the interior. However, still present 
weak evanescent fields outside the resonator body provide coupling not 
just to the waveguide (2) but also to the microfluidic channel (4) contain-
ing the sample under test (ε). Such a resonator – sample interaction affects 
the resonance frequencies and half-attenuation frequencies of the whis-
pering gallary modes so that these parameters can again be used to deter-
mine the sample’s complex permittivity.   
     Modern microwave electronics offer easy access to fast measurements 
of complete resonance curves and subsequent numerical analysis. The 
multipoint determination of resonance frequencies νr and half-power 
bandwidths Δνh from total curves greatly enhances their accuracy as com-
pared to the direct identification of the νr and Δνh values. It allows, in addi-
tion, a careful inspection of the resonance curves for undesired disturb-
ances, such as from spurious higher-order modes. Network analyzers or 
level meters permit accurate and fast automatic measurements. In princi-
ple, scalar measurements are sufficient to determine the absolute value 
|T(ν)| of the resonator transfer function. Complex measurements, includ-
ing the phase φ of T(ν), yield, of course, additional information. Phase 
slope dφ(ν)/dν has been shown to be a favourable function for resonator 
evaluation [286].  
     Evidently, instead of the signal transmitted by, the signal reflected from 
the device can be also measured for resonance curve determination. How-
ever, since the absolute value of the resonator’s reflection coefficient is 
close to 1 the resonance curve appears just as a small dip in the frequency 
dependence of the reflected signal. In order to enable an adequate resolu-
tion of the dip, a careful compensation for the prevailing frequency-
independent background contribution is thus required. This endeavor may 
countervail the advantage of only needing one antenna for the connection 
of the resonator cell to the electronic set-up. 
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3.1.1.8   Free-space configurations  
 
As obvious from the intermediate position of the microwave region within 
the electromagnetic spectrum, free-space techniques for the determination 
of the dielectric properties of materials are an alternative to the above 
methods in which the samples are contained in separately designed spec-
imen cells. Especially in-situ tests often ask for probing electromagnetic 
wave propagation in free space. Figure 51 sketches free-space configura-
tions of the three main classes of measurement, namely transmission (a), 
reflection (b), and resonance (c) observations. The measurement signal is 
transmitted from and received by adequate antennae, typically horn an-
tennae. It can be divided by a beam splitter (5) as required for the coupling 
of open resonators (c) which, by analogy to optics, are also named inter-
ferometers. 
     Interferometers have been widely used to expand the upper limit of 
microwave measurements up to 300 GHz [287-297]. Avoiding wall losses 
and thus providing a superior Q0, they are particularly adapted to low-loss 
materials. Michelson [287], Mach-Zender [291], and Fabry-Perot [294] 
type configurations have proven appropriate. In correspondence with 
many cavity resonator systems, the resonance curve may be also recorded 
at fixed frequency by slightly varying the interferometer dimensions, i. e. 
by precisely moving a reflector (or mirror; 8, Fig. 52). 
 
  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 51. Schematics of transmission (a), reflection (b), and resonance 
(c) measurement configurations in free-space technology: 1, signal source; 
2, horn antenna; 3, detector; 4, metallic reflector; 5 beam splitter; ε, sam-
ple.   
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Figure 52. Microwave Mi-
chelson interferometer 
[287]: 1, signal source; 2, 
horn antenna; 3, detector; 
4, beam spitter; 5, spherical 
mirror, 6, plano-convex 
lense; 7, cell holding the 
sample (ε); 8, movable re-
flector (mirror). 
 

 
 
3.1.2   Audio- and radio-frequency range, lumped-element technology 
 
3.1.2.1   Electric conductivity, admittance derivative method 
 
Due to the excellent hydration of ions, aqueous solutions are often subject 
to a significant electrical conductivity, largely masking the dielectric prop-
erties of the materials. As has been shown before (Eq. 32) the admittance 
of a capacitor, filled with a conducting sample, is simply given by  
 

Y(ν) = [σ/ε0 + iωε(ν)]C,                                        (75) 
 

if C denotes the void capacitance and ε(ν) the dielectric part of the complex 
permittivity. Evidently, the admittance derivative dY(ν)/dν is independent 
of the specific electric conductivity σ and may thus be the preferred meas-
urement category in low-frequency investigations of conducting samples 
[298, 299]. Modern automated electronics easily allow for frequency mod-
ulation and thus direct determination of the derivative. Alternatively, they 
enable at every frequency νm of measurement to also record data at a 
closeby frequency νm + Δνm and to thus obtain the admittance derivative as 
the differential ratio ΔY(νm)/Δνm = [Y(νm + Δνm) – Y(νm)]/Δνm. The admit-
tance derivative mode of operation greatly benefits from the perfect com-
pensation of the conductivity contributions because of simultaneous 
measurement of the permittivity data and the notoriously temperature-
sensitive specific conductivity. 
     According to Eq. (75) 

 
dY(ν)/dν = 2πiC[νdε(ν)/dν + ε(ν)] = 2πiC[dε(ν)/dlnν + ε(ν)]          (76)  

 
follows. Hence in addition to the spectrum itself the logarithmic derivative 
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Figure 53. Lin-log and log-log 
plots of the real part 𝑅̂′(ωτ) 
and negative imaginary part 
𝑅̂′′(ωτ), respectively, of nor-
malized relaxation spectral 
function  𝑅̂(ωτ) = 𝑅̂′(ωτ) - 
i𝑅̂′′(ωτ): 𝑅̂ = [εtot – ε(∞)]/Δε = 
[ε – iσ/(ε0ω) – ε(∞)]/Δε (Eq. 
30; black curves); 𝑅̂′′ = 𝜀′′/Δε 
(turquoise curve); 𝑅̂ = [S – 
ε(∞)]/Δε (Eqs. 79, 80; red 
curves). 
 

 
dε(ν)/dlnν of the dielectric part of the complex permittivity spectrum is 
involved. The conduction-free sum function 
 

S(ν) = dε(ν)/dlnν + ε(ν)                                          (77)          
 

within the square bracket of Eq. (75) features some secondary beneficial 
characteristics. Figure 53 illustrates such quality for material with Debye-
type relaxation behaviour  for which [300]       

𝜀(𝜈) = 𝜀(∞) +
𝜀(0)−𝜀(∞)

1+𝑖𝜔𝜏
= 𝜀(∞) +

𝛥𝜀

1+𝑖𝜔𝜏
                          (78) 

and thus 

𝑆′(ν) = ε(∞) + Δε
1−𝜔2𝜏2

(1+𝜔2𝜏2)2                                       (79) 

as well as 

𝑆′′(ν) = 2Δε
𝜔𝜏

(1+𝜔2𝜏2)2 .                                          (80) 



Electromagnetic Moisture Measurement 67 

In addition to the elimination of the conductivity contribution, the disper-
sion and dielectric loss region of the spectrum extends over a smaller fre-
quency range and is shifted toward lower frequencies as compared to the 
original ε(ν) spectrum. Furthermore the more distinctive shape of the 𝑆′(ν) 
function, revealing a relative minimum well above the relaxation frequen-
cy ωr ([S(ωr) – ε(∞)]/Δε =1/2), is helpful in the analysis of experimental 
spectra. 
     We mention that blocking of electrical conductivity by insulating elec-
trode layers normally leads to worsening rather than improvement of the 
signal analysis [301]. The careful analysis of the effect of insulation layers 
also showed [301] that thin insulating films (< 0.5 μm) can be used with 
little detriment in order to avoid contact between sample and metal if nec-
essary. 
   

3.1.2.2   LCR bridges, impedance analyzers 
 
Low-frequency frequency domain techniques to measure the complex 
permittivity of materials are often based on refinements  [302-304] of sen-
sitive methods for impedance compensation as originally designed as, for 
instance, Wheatstone [305, 306], Wien [307], Schering [308], and Scheiber 
[309] bridge circuits. The principle of operation at the basis of all bridge 
methods is illustrated by Figure 54.  
     The sample with permittivity ε(ν) = 𝜀′(𝜈) − 𝑖[𝜀′′(𝜈)  + σ/(ε0ω)] is con-
tained in a capacitor C which along with the series connection of resistance 
R0 and capacitor C0 forms one arm of the bridge. In the figure, capacitor C is 
represented by the equivalent parallel arrangement of capacitor Cx with 
capacitance 𝜀′C and resistor Rx with resistance [ω𝜀′′ + σε0]C. If a sinusoidal 
voltage with frequency ν = ω/(2π) is applied between positions A and B of 
the circuit, zero signal between points D and E is adjusted on the 
 

 
 
 
Figure 54: Wien-type 
bridge circuit for the meas-
urement of the complex 
capacitance  
Cx + (iωRx)-1  
     = εtot(ν)C  
     = [ε(ν) – iσ/(ε0ω)]C. 
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condition  
Zx/Z0 = Z1/Z2 = R1/R2                                       (81) 

 
where 

                                     
Zj-1 = Rj-1 + iωCj ,           j = 0, 1, 2, x.                         (82) 

 
Hence the bridge is balanced if 
 

Cx/C0 = (R1/R2 – R0/Rx)                                       (83) 
  
and 
 

ω2 = (CxRxC0R0)-1.                                           (84) 
 

Auto-balancing bridge methods are based on the simplified diagram 
shown in Figure 55. A current, flowing through the unknown impedance 
Zx, also flows through resistor R. The potential at point L is maintained at 0 
V since, due to the operational amplifier, the current through R balances 
with that through Zx. Because of the high input impedance of the amplifier 
(3, Fig. 55) the voltage across resistor R effectively measures the current. 
Hence the unknown impedance is calculated using voltage measurement 
at terminal H and across R, also determining the phase of the signal. Com-
mercial instruments differ by the degree of sophistication of the phase 
detectors and other modules. Two channel vector voltage analyzers may 
be used for voltage and phase measurement of both voltages. This type of 
automated bridges is capable of a maximum frequency around 100 MHz.  
     A variety of modifications of the measurement principle sketched in 
Figure 55 have been designed, such as the Fourier correlation analyzer 
[167] and the so-called dielectric converter depicted in Figure 56. The  
 
 

 
Figure 55: Schematic of 
auto-balancing bridge 
for measuring the com-
plex impedance Zx of a 
specimen cell (Zx

-1 = Rx-1 
+ iωCx): 1, signal source; 
2, voltage meter; 3, op-
erational amplifier.   
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Figure 56: “Die-
lectric converter” 
principle at ν < 
100 kHz [310]: 1, 
signal generator; 
2I, 2II, vector 
voltage analyzer, 
channels I and II; 
3, operational 
amplifier.  

 
 
latter offers a superior accuracy from a reference measurement with a 
precisely known capacitor. Knowledge of impedance Zr can then be avoid-
ed by calculating the unknown impedance according to  
 

Zx = – ZCVC/Vx,                                       (85) 
  

where 
 

Vj = UII/UI,   j = x, C                                     (86) 
 

are the ratios of voltage readings at analyzers II and I, respectively, with 
the sample (x) and the reference measurement (C). 
     Alternatively, a two-channel network analyzer may be used. The block 
diagram of an instrument that can be rather easily built from commercial 
components is displayed in Figure 57 where the measurement and refer-
ence channels are distinguished by light grey and moderate yellow. Con-
sider briefly one of the identically constructed channels.  
     The sinusoidal measurement signal with frequency ν is provided by a 
direct digital synthesizer DDS (1, Fig. 57) and is amplified by the terminal 
amplifier 3. After passing the unknown impedance Zx or reference imped-
ance Zr, respectively, it is operated by a superheterodyne receiver. For this 
purpose it is combined in a mixer (4) with the signal of frequency ν+ which, 
generated by a second DDS, is shifted by 10 kHz with respect to ν. If the 
mixer is operated in its linear regime the amplitude of the intermediate-
frequency (IF) signal is proportional to the magnitude |Uo| of the unknown 
(or reference) impedance output. In order to reduce annoying noise, the IF 
signal is amplified by a smallband 10 kHz amplifier (5) and analog/digital 
converted (6). It is combined in the digital processor (DSP) board (7) of a 
minicomputer (8) with a reference signal, the amplitude of which is pro-
portional to the magnitude |Ui| of the input signal of Zx (or Zr). The real and  
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Figure 57. Low-priced home-made two-channel vector network analyzer 
for measurement up to MHz frequencies [311]: 1, direct digital synthesizer 
(25 MHz); 2, quartz-controlled generator (50 MHz); 3, terminal amplifier; 
4, mixer; 5, small-band amplifier 10 kHz; 6, analog/digital converter; 7, 
digital processor board of 8, process control computer. Zx is the unknown 
impedance and Zr the impedance of the reference. 
 
  
imaginary parts of the transfer functions of Zx (or Zr), i. e. the voltage ratios 
Uo(ν)/Ui(ν) are obtained from sampling Uo both, in phase with Ui and at 
phase shift π/2 with respect to Ui. Such phase shift simply corresponds 
with a fixed delay ΔTIF (= 25 μs) of a quarter period in the 10 kHz interme-
diate frequency signal. In order to ensure high frequency stability of the 
instrument, the DDS generators (1) and A/D converters (6) may be con-
trolled by a 50 MHz clock (2). 
     Appropriate sampling enables efficient calculation of the the desired 
transfer functions Uo(ν)/Ui(ν) of the unknown and reference impedances. 
If the mth sample value of voltage U is denoted by Um, the amplitude 𝑈̂ of 
signal U(t) = 𝑈̂sin(ωt) results as [311] 
 

𝑈̂ = (
𝜋

4𝑀
) ∑ |𝑈𝑚|𝑀

𝑚=0                                            (87) 

and the phase difference may be obtained from the consideration of each 
voltage also at m + M/4, where its phase is shifted by π/2. Here M is the 
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total number of samples taken in the discretization process. Using the av-
erage φ of the phase shifts at all different m, the complex transfer func-
tions for both channels of the analyzer follow as  
 

(Uo/Ui)x,r = (𝑈̂o/𝑈̂i)x,rexp(iφx,r).                                   (88) 
 
 
3.1.2.3   Specimen cells, electrode polarization 
 
Whereas a variety of sophisticated LCR bridges, impedance analyzers, and 
network analyzers are commercially available for low-frequency meas-
urements, the design of adequate specimen cells is still a challenging task 
and a topic of intense scientific debate. In particular two problems have to 
be resolved in careful complex permittivity determinations, the effect from 
fringing fields at the edges of capacitor cells and the impact of electrode 
polarization due to retarded discharge of ions. 
     Fringing fields are widely known for plate capacitors which till this day 
are popular cells for measurement in the frequency range between 10-6 
and 107 Hz [312-317]. As already discovered by Kirchhoff [315], the fring-
ing field contributions to the capacitance of a spherical plate capacitor 
filled with a sample of complex permittivity εtot(ν)  = ε(ν) – iσ/(ε0ω) 
amount to 
 

Cf(ν) = εtot(ν)[ln(16πrC2/d) – 1],                                 (89) 
 

where rC denotes the radius of the capacitor plates and d their spacing. 
Hence the total measured capacitance  
 

Cm(ν) = C(ν) + Cf(ν) = εtot(ν)rC[πrC/d + ln(16πrC/d) – 1]               (90) 
 

may exceed the capacitance C(ν) = πrC2εtot(ν)/d of the ideal resonator 
without fringing fields by a considerable amount. As suggested intuitively, 
the edge effects are especially strong at large d. In measurements at small 
sample conductivity σ, as small as possible d/rC ratios are thus to be pre-
ferred. 
     Alternatively, contributions from fringing fields may be avoided by 
three-terminal guard-ring capacitor cells [313, 315, 317-320]. As indicated 
by the schematic in Figure 58, the guard ring and the shielded center elec-
trode are kept at identical potential but, in order to prevent contributions 
from the fringing field, only the current charging the center electrode is 
measured.  
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Figure 58. Simplified diagram of a 
system using a guard-ring capacitor 
cell: 1, signal generator; 2, voltage 
meter; 3, three-terminal capacitor 
with 4, guard ring and 5, insulating 
ring; 6, current meter. Electrical 
field lines are shown in red.  

 
 
     Guard ring capacitors can be also used in order to reduce electrode po-
larization effects. Usually the electrodes along with their polarization lay-
ers are represented by a resistance Rp(ν) in series with a capacitance Cp(ν). 
If Zx(ν) denotes again the sample impedance and Zp(ν) the impedance of 
one of the electrode polarization layers of a circular capacitor with radius 
rC, the total impedance of the cell is given by [321] 
 
 

ZC(ν) = 2Zp(ν) + Zx(ν) = 2Rp(ν) – 
𝑖

𝜋𝜈𝐶𝑝(𝜈)
 + 

𝑑

𝜎(𝜈)𝑟𝐶
2 

1−
2𝑖𝜋𝜈𝜀0𝜀(𝜈)

𝜎(𝜈)

1+[
2𝜋𝜈𝜀0𝜀(𝜈)

𝜎(𝜈)
]2

 ,             (91) 

 
where d is the electrode spacing and σ(ν) the sample conductivity. So as to 
accentuate the sample term relative to the electrode polarization term, the 
electrode spacing d should be as large as possible, at variance with the 
requirement for small effects from fringing fields (Eq. 90). Obviously, 
guard-ring cells can best account for such conflicting requirements. Use of 
electrode material with lowest possible resistance and largest possible 
capacitance leads to a reduction of the electrode polarization parts in Eq. 
(91) and thus also contributes to distinguish the sample part. For that rea-
son platinum black electrodes are preferably employed. With many sam-
ples, however, requirements for easy cleaning of the cell call for polished 
electrode surfaces. 
     Since electrode resistance Rp(ν) and capacitance Cp(ν) are unknown 
from theory, measurements at different electrode spacing are required 
[302, 317, 322-328]. At two frequencies the results from measurements of 
an aqueous suspension at varying electrode distance d is displayed as ap-
parent permittivity  
 
                   𝜀𝑎

′ (ν,d) = – Im{1/ZC(ν,d)}/[2πνC(d)]  
 

   = 𝑍𝐶
′′(ν,d)d/[2·|ZC(ν,d)|2ε0π2ν𝑟𝐶

2]                     (92) 



Electromagnetic Moisture Measurement 73 

Figure 59. Real part 𝜀𝑎
′ (ν,d) 

of the apparent permittivity 
(Eq. 92) of an aqueous solu-
tion of a phospholipid bilayer 
vesicle suspension at 30°C, 
displayed as function of in-
verse electrode distance d-1 
[329]. The lipid concentra-
tion is 0.1 mol/l, the electrical 
conductivity 0.0077 S/m. 
Points represent experiment-
al data (blue: 10.1 kHz; tur-
quoise: 500.1 kHz), circles 
indicate extrapolation to d-1 = 
0. The inset shows a sketch of 
guard ring capacitor with 
variable d (rC = 3.4 mm).  

 
in Figure 59. Hence 𝜀𝑎

′ (ν,d) is calculated on the assumption of an ideal ca-
pacitor. The data clearly shows independency from d and thus vanishing 
electrode polarization effects at 500 kHz. At 10 kHz, however, the contri-
butions from the undesired electrode layers predominate at d < 5 mm. 
Presuming, at sufficient spacing, the polarization layers independent of d, 
the 𝜀𝑎

′ (ν,d) data can be extrapolated to yield the “true” 𝜀′(𝜈). For the pre-
sent sample 𝜀′ = 73.8 ± 0.5 results at 500.1 kHz and 𝜀′ = 74.0 ± 1.5 at 10.1 
kHz. This example also shows that a meaningful determination of the sam-
ple permittivity by electrode distance variation is imposible at significantly 
lower frequencies or distinctly larger electric conductivity. Various numer-
ical techniques have been proposed [330-334] for postprocessing experi-
mental data for further reduction of influences from electrode polarization 
layers.  
     A different approach to determine the permittivity of conducting sam-
ples at low frequencies is the use of four-electrode instead of three-
terminal cells. Such devices are provided with two electrode pairs as 
sketched in Figure 60. One pair is used for feeding the current, the other 
one for measurement of a potential difference outside the electrode polar-
ization layers [335-339]. The concept procedes from the idea that the cor-
rect current is measured by the amperemeter and that the measurement of 
the potential difference with thin electrodes outside the polarization layer 
zones of the current electrodes remains unaffected of these layers. Elec-
trode polarization effects at the potential electrodes are further reduced 
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Figure 60. Four-electrode cell 
for measurement of dielectric 
materials (ε) at low frequen-
cies: 1, signal source; 2, sample 
cell; 3, ample current elec-
trodes; 4, thin electrodes to 
determine the potential differ-
ence between two sites; 5, am-
peremeter; 6, high-impedance 
voltage meter.   
 

 
by a high input impedance, i.e. by  reducing current flow to a minimum. 
Nevertheless electrode polarization effects are not easily diminished 
[334]. For that reason, using sophisticated electrode design and arrange-
ment the available measurement range at given sample conductivity can 
indeed be extended to lower frequencies. But interferences can not be 
completely eliminated. 
     From a theoretical point of view electrodeless measurement of the die-
lectric properties of materials by exposing the sample to the electromag-
netic field of a coil instead of a capacitor is a promising alternative [340]. 
In practice, however, the coupling of dielectric samples to the field of the 
coil is too weak to enable a sufficient accuracy in quantitative measure-
ments. 
 
 
3.1.3   THz spectroscopy 
 
There is a continuing interest in the properties of materials in the far infra-
red (FIR) region, now often named the THz frequency range. These prop-
erties are capable of providing valuable deeper insights into the intermo-
lecular interactions of condensed matter. An illustrative example is the 
dielectric spectrum of water (Fig. 19) the THz part of which is accentuated 
in the complex plane representation of data in Figure 61. In such represen-
tation, also called Cole-Cole plot [341], the negative imaginary part 𝜀′′(𝜈) 
of the complex permittivity (Eq. 28) is displayed as function of the real 
part 𝜀′(𝜈), the frequency ν being parameter. The benefit of such a (Carte-
sian) plot is the often simple locus of the data. If we take the Debye relaxa-
tion function (Eq. 78) as example, the negative imaginary part reads 

𝜀′′(𝜈) =
𝛥𝜀𝜔𝜏

1+(𝜔𝜏)2                                               (93) 
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Figure 61. High-frequency part of 
the dielectric spectrum of water at 
19 °C (Fig. 19) in a complex plane 
representation. Points show the 
experimental data in the THz re-
gion. The dashed blue line depicts 
the extrapolation from the domi-
nating Debye relaxation with re-
laxation frequency in the micro-
wave region (Fig. 19). 

 
and the real part 
 

𝜀′(𝜈) = 𝜀(∞) +
𝛥𝜀

1+(𝜔𝜏)2 ,                                         (94) 

where again Δε = ε(0) – ε(∞) denotes the relaxation amplitude. Hence rela-
tion 

[𝜀′(𝜈) − 𝜀(∞) − 𝛥𝜀/2]2 + [𝜀′′(𝜈)]2 = Δε2,                       (95) 

holds, revealing the data to follow a semicircular arc with diameter Δε and 
center at 𝜀′ = ε(∞) + Δε/2 and 𝜀′′ = 0. 
     The experimental data in Figure 61 clearly disclose a relaxation in the 
THz frequency range in addition to the principal relaxation that governs 
the microwave dielectric spectrum of water. This THz relaxation is an es-
sential attribute of the molecular dynamics of water and is of paramount 
significance for modelling the hydrogen network fluctuations of the liquid. 
Likely THz technologies will therefore also contribute to the future devel-
opment of electromagnetic moisture measurements. This is particularly 
true as recent progress in THz spectroscopy [159, 342, 343] has greatly 
facillitated measurements procedures and increased experimental accura-
cy as compared to previous submillimetre wave Fourier transform tech-
niques [344-347] which are based on weak continuous radiation from 
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suitable lamps. Also worth mentioning are methods utilizing coherent sig-
nal sources [348-350], such as the vector network analyzer approach in-
troduced below. 
    The THz network analyzer set-up sketched in Figure 62, combining 
broadband applicability with a superior signal-to-noise ratio, corresponds 
to common practice in radio frequency and microwave measurements. It 
involves a conventional microwave vector network analyzer (VNA, Fig. 
62), the frequency νmw of its output microwave signal being transformed to 
the required THz range by diode multipliers (3). The resulting signal with 
frequency ν = nνmw (n integer > 1) propagates in a free-space geometry, 
marked by moderate yellow in the figure. With the aid of a beam splitter 
(5), part of the THz signal is received by an antenna (8) and downconvert-
ed by a mixer (10). For this purpose the mixer is provided with the signal 
from a local oscillator (9) which is locked to the generator of the micro-
wave VNA. At suitably chosen frequency νlo harmonics of the local oscilla-
tor signal provide appropriate beat signals when mixed with the meas-
urement signal of frequency ν. The beat signal with intermediate frequen-
cy is received by the reference input port (R) of the VNA. The other part of 
the THz signal is focused to the specimen cell (7) and, after transmission  
 

 
Figure 62. Sche-
matic of a THz vec-
tor network analyz-
er arrangement: 1, 
microwave network 
analyzer with signal 
port (S) and refer-
ence signal (R) as 
well as measure-
ment signal (M) 
inputs; 2, signal 
splitter; 3, harmonic 
multiplier; 4 trans-
mitting antenna; 5, 
beam splitter; 6, 
lens; 7, sample cell; 

8, receiving antenna; 9, local oscillator; 10, mixer and signal detector. The 
microwave part of the set-up is colored by grey, the THz part by moderate 
yellow. 
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through the sample, received by another antenna (8). In correspondence 
with the reference branch the sample signal is also downconverted by mix-
ing (10) with the signal from the local oscillator (9) and is fed to the meas-
urement input port (M) of the VNA. A reflection-transmission mode is easi-
ly feasible by supplying the reference port (R) of the VNA with the signal 
reflected from the sample cell [349]. 
     Using such an arrangement, frequency-domain measurements over the 
range of 0.065 to 0.72 THz have been reported. Likely, the usable range 
will extend to even higher frequencies in the near future. An attractive 
alternative are THz TDS techniques, which will be discussed in the time 
domain techniques chapter below (section 3.2.4). 
 

3.2    Time domain techniques  

The favored term “time domain spectroscopy”, mostly referred to as “TDS”, 
comprises various measurement methods. Time domain reflection tech-
niques are frequently applied so that the short term “TDR” is often used 
instead of the more generell abbreviation TDS. The majority of TDS tech-
niques in use consist of the observation of the sample response to exciting 
pulses. In so-called slow-response techniques the relaxation of the sample 
properties after excitation by a step-voltage pulse is directly observed 
(section 3.2.2). Such techniques aim at the elucidation of processes with 
relaxation times significantly larger than the rise-time of the exciting puls-
es. On the contrary, fast-response TDS techniques (section 3.2.3) are ap-
plied to processes with relaxation times on the order of the rise time of the 
pulses, which may be as small as 15 ps. Hence in fast response TDS the 
change in shape of pulses when reflected from or transmitted through a 
sample is evaluated. THz TDS employs subpicosecond pulses (section 
3.2.4) which are split to utilize one part for sample excitation and the other 
one for probing the sample at different times after excitation. 
     Fundamentally, the pulses used to excite the sample feature an unfa-
vourable concentration of energy in a short range of time and thus make 
high demands on the linearity of the sample and the dynamic range of the 
experimental setup. Exposure of the sample to (pseudorandom) noise 
combined with cross-correlation analysis between the exciting signal and 
the response to it [351-353] yields the desired autocorrelation function 
𝛹(𝑡) of polarization (Eq. 13) in a more favorable manner. The noise spec-
trum is flat and thus the energy is distributed over a tremendously broad 
frequency range. Unfortunately, even though noise excitation of the sam-
ple has been applied in FIR Fourier transform spectroscopy [346] for long, 
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little use is made of it in radiofrequency and microwave measurements of 
materials. 
     In addition to time domain spectroscopy, time domain techniques are 
employed to yield the dielectric properties of materials from transient 
times and thus group velocity determination. Alternatively, if the group 
velocity is known or additionally measured, dielectric property profiles 
can be obtained from transient times of reflected pulses. Such approaches 
at a preselected single frequency are briefly discussed in the following 
section. 
 

3.2.1   Transient time measurement, permittivity profiles 

If, for simplicity, the losses are assumed negligibly small (𝜀′′ ≈ 0), i.e. if  αλ 
« 2π (Eq. 41), the real part 𝜀′of the permittivity can be simply obtained 

from phase velocity measurements using Eq. (36) as √𝜀′ = c0/c. Convenient 
methods in use obtain c from the time interval Δt which a sharp pulse 
needs to propagate through a distance Δx within the sample. Strictly, how-
ever, this time interval is controlled by the group velocity  
 

cg = dω/dβ,                                                (96) 
 

namely the propagation velocity for amplitude-modulated signals. From c 
= ω/β follows 
 

dω = cdβ + βdc                                           (97) 
 

and thus 
 

cg = c + βdc/dβ                                            (98) 
 

as well as 
 

cg-1 = c-1 + (ν/c2)(dc/dν).                                    (99) 
 

Hence the group velocity cg of  medium equals the phase velocity c only if 
no dispersion exists (dc/dν = d𝜀′/dν = 0). According to the fluctuation-
dissipation theorem [354, 355] and the Kramers-Kronig relations [356, 
357], missing dispersion corresponds with the presumed absence of die-
lectric loss (𝜀′′ = 0). 
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Figure 63. Scheme of transient 
time measurement in material  
with permittivity ε using sharp 
pulses: 1, signal source; 2, an-
tenna; 3, signal detector; 4, 
trigger; 5, start-stop timer. 
 

 
     The principle setting of a set-up for velocity determination by transient 
time measurement is sketched in Figure 63. A sharp pulse is transmitted 
through the material using a transmitting and receiving antenna (2), re-
spectively, and suitable trigger control (4) simply activates a start-stop 
timer.  
     Figure 64 illustrates the idea of permittivity profile observation from 
transient time measurements. If the phase (or group) velocity of the mate-
rial is known or if it is obtained from additional measurement, such as 
sketched in Figure 63, an antenna array may be used to determine the po-
sitions of changes in the dielectric properties of the material under obser-
vation. Often the atennas are operated in a reflection mode, using a multi-
plexer to scan the array. 
 
 

 

 

 

 

 

 

 

Figure 64. Schematic of an-
tenna array for permittivity 
profile determination. Transi-
ent time measurements of 
pulses reflected at the interface 
between permittivities ε1 and 
ε2 of the material are used: 1, 
signal generator; 2, multiplex-
er; 3, switch; 4, antenna; 5, 
signal detector; 6, trigger; 7, 
start-stop timer.  
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3.2.2   Slow response spectroscopy 
 
In slow response time domain spectroscopy, an electrical field is suddenly 
applied or removed from a capacitor filled with (or a probe attached to) 
the sample under consideration and the responding transient current or 
electrical charge is monitored. If the rise time ts of electrical field and the 
charge time tc = R0Cx of the capacitor (or probe) are distinctly smaller than 
the relaxation time τ of the sample permittivity, the autocorrelation func-
tion Ψ(t) of polarization (Eq. 13) can be directly taken from the transient 
current (Fig. 65). Here R0 is the resistance of the cicuit and Cx = ε(ν)C the 
capacitance of the sample cell, where C denotes the void capacitance. Slow 
response techniques are applied in measurements at times between 
roughly 105 and 10-7s, corresponding with the frequency range from about 
1 μHz to 1 MHz [358-363]. They are thus especially adapted to studies of 
extremely slow relaxation phenomena, such as molecular processes in 
supercooled liquids [363, 364] or in the glassy state [152]. An example 
accentuating the capability of dc transient current methods is shown in 
Figure 66, where the dielectric spectra of poly (vinyl acetate) are shown at 
four temperatures. As common practice in time domain spectroscopy, the 
experimental data has been converted to the frequency domain using La-
place transform (Eq. 29). 
     Slow-response time-domain techniques in use are mostly based on a 
charge compensation method as sketched in Figure 67. Step voltage gen-
erators (1, Fig. 67) provide positive (U+) and negative (U-) voltage steps 
which are applied across the sample capacitor Cx = εC and the reference 
capacitor Cr, respectively. The charge detector, basically an operational 
amplifier (4) with feedback capacitor Cf, yields an output voltage Uo = (Qr – 
Qx)/Cf proportional to the net charge induced by the step voltages. Here Qr 
and Qx are the charges of the reference and the sample capacitor, respec-
tively. The integrating circuit, formed by the operational amplifier and its 
feedback capacitor, virtually causes zero signal at the amplifier input. It 
therefore ensures that the potentials of the sealed measurement and  
 

 

 

 
Figure 65. Basic set-up of slow-response 
time-domain spectrometer [358]: 1, dc volt-
age source; 2, switch for charging or dis-
charging the 3, guard-ring sample capacitor; 
4, signal detector, e.g. electrometer; 5, dis-
play unit.  
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Figure 66. Real part 𝜀′(ν) and 
negative imaginary part 𝜀′′(ν) of 
the complex dielectric spectrum 
of poly(vinyl acetate) at four 
temperatures [151]: ♦, 28.10 °C; 
■, 29.75 °C; ▲, 36.01 °C; ●, 38.00 
°C. The data in the frequency 
range 10-6 to 1 Hz have been 
obtained with the aid of two 
slow-response time-domain ap-
paratus.  

 
 
reference capacitor electrodes precisely follow that of the guard rings. The 
symmetric structure of the set-up reduces significantly the dynamic-range 
requirements and thus warrants linearity in the measured response func-
tion. 
     Applying special pulse sequences and utilizing the time as an explicite 
variable thereby allows for a considerable extension of the area of applica-
tion [363]. Emphasis may thus be placed on suppression of specific  
 
 

Figure 67. Circuit for slow-
response time domain spec-
trometry against a reference 
[362]: 1, positive and nega-
tive step-voltage generators; 
2, guard-ring sample capaci-
tor; 3, reference capacitor; 4, 
operational amplifier with 
feedback capacitor Cf; 5, de-
tector.    
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contributions to the relaxation function and also on the observation of 
non-equilibrium conditions, offering, for example, the possibility to study 
memory effect as relevant in glass-forming liquids. 
 

3.2.3   Fast response spectroscopy 

In studies of polarization processes with shorter relaxation times (τ < 10-7 
s) the finite rise time ts of the exciting pulse and/or the charge time tc of 
the sample cell act a noticeable influence on the transient current. On such 
events the change in shape of a step-voltage pulse after reflection by or 
transmission through the sample is observed and analyzed in terms of the 
material properties. Normally, the complex permittivity spectrum is ob-
tained as the ratio of Fourier transforms of the responding and the inci-
dent waveforms [231, 365-372]. Transformation to the frequency domain 
can indeed be avoided by direct evaluation of the dielectric properties 
from a real-time analysis of the waveforms in the time domain [373-375]. 
Because of their approximate character, however, the range of applicabil-
ity of such procedures is limited. In addition, Fourier transformation per-
mits an easy inclusion of frequency domain data in the evaluation and dis-
cussion of dielectric spectra. 
     Fast-response TDS rests upon coaxial line technology (Fig. 68). A train 
of fast rising pulses with rise time shorter than 35 ps is produced by a tun-
nel diode step generator (2, Fig. 68) and propagated along a suitable  

 
 
 
 
 
 
 
 
 
 
 
 
Figure 68. Scheme of a fast-response time-domain 
reflectometer: 1, sampling scope combined with mini-
computer for process control as well as data acquisi-
tion and evaluation; 2, tunnel diode step-voltage gen-
erator; 3, trigger line; 4, sampling head; 5 coaxial line; 
6, sample cell or dielectric probe. 
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coaxial line (5). In the commonly applied time domain reflectometry (TDR) the 
pulses are reflected at the impedance mismatch caused by the sample cell (6). 
Both the incident and the reflected waveforms are detected at some point of the 
coaxial line by a voltage probe (4), essentially the gate of a sampling system 
(1). Being thus transformed to an extended time scale the signals are ana-
logue / digital converted and further processed by a computer. Automated 
data processing is unavoidably necessary in fast-response TDS measure-
ments because the information about the sample properties is contained 
just in a deformation of the non-ideal responding pulses. Hence a detailed 
numerical analysis is required for the proper extraction of the dielectric 
properties from the measurement signals. 
     In correspondence to bridge circuits (Fig. 54) and microwave interfer-
ometers (Figs. 26, 27, 32) in frequency domain spectroscopy, as well as 
charge compensation set-ups (Fig. 67) in slow-response TDS, fast response 
time domain spectroscopy may also benefit from difference methods [192, 
373-376]. Using such methods the sensitivity in the measurements is no-
ticeably enhanced by comparison of signals S(t) and Sr(t) as reflected from 
the sample and reference cell, respectively (Fig. 69). Furthermore, errors 
due to unwanted reflections from impedance mismatch within the coaxial 
line system largely cancel each other if identical cells (or probes) are used 
and if the dielectric properties of the reference material are chosen to 
closely match to those of the sample. An important aspect is the identical 
long-time stationary value of S(t) and Sr(t) if, in investigations of  
 

 
 
 
 
 
 
 
 
 
 
Figure 69. Schematic circuit of a two-
channel fast-response time-domain re-
flectometer: 1, sampling scope combined 
with a minicomputer; 2, tunnel diode 
step-voltage generator; 3, power splitter; 
4, sampling head; 5, coaxial line; 6, sam-
ple cell or dielectric probe; 7, reference 
cell or probe.  
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electrically conducting samples, the conductivity of the reference is appro-
priately adjusted.  
     Transmission line theory yields 

 

rr(ν) – r(ν) = 
2

(1+ 𝑍0𝑌𝑟)2 ⋅
𝑍0(𝑌−𝑌𝑟)

1+
𝑍0(𝑌−𝑌𝑟)

1+𝑍0𝑌𝑟

                                    (100)                                

 
for the difference of the reflection coefficients rr(ν) and r(ν) of the refer-
ence and the sample cell, respectively. Here Yr and Y are the corresponding 
input admittances of the cells, as indicated in Figure 69, Z0 is the character-
istic impedance of the feeding coaxial lines. With C(ν) = -iY(ν)/ω and Cr(ν) 
= -iYr(ν)/ω follows 
 

C(ν) – Cr(ν) = 
𝑠𝑟(𝜈)−𝑠(𝜈)

𝑖𝜔𝑍0𝑢(𝜈)
⋅

(1+𝑍0𝑌𝑟(𝜈))2

2−(1+𝑍0𝑌𝑟(𝜈))(𝑠𝑟(𝜈)−𝑠(𝜈))/𝑢(𝜈)
            (101) 

 
Hence at low frequencies, where the cells or probes, like the open-ended 
devices (Fig. 35) can be represented by a parallel circuit of two capaci-
tances, the sample permittivity  

 
ε(ν) = εr(ν)C(ν)/Cr(ν)                                         (102) 

 
 

is directly given by the permittivity εr(ν) of the reference. In equation 
(101) s(ν) and sr(ν) are the Fourier transforms of the reflected S(t) and  
 
 

Figure 70. Complex plane 
representation of the die-
lectric part of the dielec-
tric spectrum of a 0.1 
mol/l solution of Al2(SO4)3 
in water at 25 °C: σ = 2.1 
S/m, pH = 2.0 [192]. Black 
points show TDR data at 
10 MHz ≤ ν ≤ 3 GHz, grey 

points indicate data from frequency domain measurements in the range 
500 MHz ≤ ν ≤ 58 GHz. In addition to the solvent relaxation at high fre-
quencies, the spectrum reveals contributions from dipolar ion complex 
structures at lower frequencies. Such structures will be discussed in chap-
ter 4. 
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Sr(t), respectively, and u(ν) is the Fourier transform of the incident pulse 
U(t). The performance of the TDR difference method is demonstrated by 
the spectrum of a strongly conducting aqueous electrolyte solution dis-
played in Figure 70. Regardless of the considerable conductivity contribu-
tions to the total permittivity, the time domain data nicely displays a die-
lectric relaxation at low frequencies and they also fit well to the frequency 
domain results for the same sample.  
     The TDR data in Figure 70 has been obtained with a shielded cut-off cell 
with vanishing coaxial line part (b, Fig. 36). Such cells as well as the 
flanged (a, Fig. 35) and unflanged (a, Fig. 36) coaxial line sensor are most 
popular in TDR measurements. In spite of the merits of two-channel fast-
response time domain reflectometry, TDS investigations into the proper-
ties of electrolyte solutions have, of course, to also carefully consider elec-
trode polarization effects. Like in frequency domain measurements, provi-
sons can be made to reduce the disturbances by such effects [331]. 
     Present advanced electronics restrict jitter, time drift and fluctuations in 
the sweep frequency of time domain spectrometers effectively. As a result 
dielectric spectra up to 25 GHz are obtained from the pulse response sig-
nals [377]. Sophisticated high-speed sampling techniques contribute also 
to the stability and time resolution of the measurement systems and are an 
important element in the extension of the applicability of time domain 
spectroscopy to high frequencies. A high accuracy in TDS measurements is 
achieved by parallel-time non-uniform sampling techniques, enabling a 
superior time resolution in probing the most relevant parts of signals U(t), 
S(t), and Sr(t) and allowing also for an adequate probing of the long time 
behavior of these waveforms [363]. Such means help to effectively reduce 
baseline and truncation errors. 
 

 
3.2.4   THz time-domain spectroscopy 
 
As a complement of the THz network analyzer measurement technique 
presented in section 3.1.3, THz time-domain spectrometry has been ap-
plied with considerable success [146, 157-160, 378-383]. An example of a 
THz time-domain spectrometer is depicted in Figure 71. The pulse train 
provided by a femtosecond pulse laser (1, Fig. 71) is divided in two parts 
with the aid of  a beam splitter (2). One part is used for generating the THz 
signal that is applied to the sample. The other one is used as a probe signal 
for the gated detection of the THz measurement pulses. The latter pulses 
are produced when the optical pulses strike the emitter (6), i.e. a metal-
semiconductor-metal structure forming a photoconductive switch. The  
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Figure 71. Terahertz 
time-domain transmis-
sion spectrometer 
[379]: 1, femtosecond 
laser; 2, beam splitter; 
3, mirror; 4, chopper 
with 4a, chopper con-
trol unit; 5, delay stage 
with 5a, position con-
trol; 6, emitter; 7, lens; 
8, sample cell; 9, elec-
tro-optic crystal; 10, 
quarter wave plate; 11, 

Wollaston prism; 12, photodiode; 13, lock-in amplifier; 14, process control 
computer. 

 
measurement pulses are focused onto the sample (8) and combined with 
the probe pulses so that both beams arrive simultaneously at the sampling 
detection system, consisting of an electro-optic crystal (9), a quarter-wave 
plate (10), a Wollaston prism (11), and a pair of balanced photodiodes 
(12). A photocurrent is induced in the electro-optic crystal when a probe 
pulse coincides both spatially and temporally with a THz pulse. Since the 
probe pulses are distinctly shorter than the THz pulses they can be used to 
repeatedly sample the THz waveforms utilizing an optical delay line (5). 
Since the bandwidths of the detected pulses are limited by the finite detec-
tor response, measurements are normally made relative to a reference, 
such as an identical cell without sample.  
     Time domain measurement techniques of this type have been used to 
obtain THz permittivity data for water, as included, for instance, in the 
spectrum shown in Figure 19. 

 
 

3.3    Dielectric imaging 

During the past years considerable progress has been achieved in electro-
magnetic imaging, especially in biomedical applications [384, 385]. Name-
able examples are ventilation and perfusion monitoring [386-391], breast 
cancer detection [392-397], brain activity observation [398-401], and feto-
maternal examination [402-404]. Industrial utilization involves systems 
for multiphase flow imaging [405-409], for semiconductor junction [410] 
and nanocrystal [411] characterization, as well as for non-intrusive densi-
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ty mapping of wood [412, 413]. Betimes dielectric imaging techniques will 
likely play a significant role also in the monitoring of varying moisture 
distribution of materials [414]. On that account principles of the prevailing 
imaging methods are briefly reviewed below.  
 
 
3.3.1   Scanning microwave microscopy 
 
The combination of network analyzer measurement performance with 
superior scanning microscope spatial resolution enables unique micro-
wave images of materials [415-422]. In the standard mode of operation a 
microwave signal of a VNA is fed to a thin probe tip. Microwaves at fre-
quencies up to 6 GHz are commonly applied to the tip. A set-up is shown in 
Figure 72. The central part is a coaxial cavity resonator which is used to 
reach optimum sensitivity by operating the device close to the resonance 
frequency. The signal reflected from the tip depends on the load imped-
ance of the tip. As the load impedance reflects the electrical field between 
the tip and the sample under test, the reflected signal contains information 
on the local dielectric properties of the sample, including the electrical 
conductivity. Hence the sample’s dielectric properties act an influence on 
the resonance frequency and the half-power bandwidth of the cavity reso-
nator. Evaluation of the resonance curve at a given position of the sample 
thus yields information on its local dielectric properties so that variation of 
the sample position in a controlled mode allows for the scanning of the 
dielectric properties across the sample. A movable short circuit (7, Fig. 72) 
enables optimum adjustment of the cavity resonator.  
 

 
Figure 72. Scheme of a 
scanning microwave 
microscope using a 
tunable coaxial resona-
tor for sensitivity en-
hancement [415]: 1, 
network analyzer; 2, 
power splitter; 3, coax-
ial cavity resonator 
with 4, probing tip, 5, 
feeding antenna, 6, 
receiving antenna, and 

7, moveable short; 8, short circuit drive; 9, sample; 10, x, y, z – stage; 10a, 
control line; 11, process control computer.   
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Figure 73. Principle of 
a scanning microwave 
microscope based on a 
standard atomic forth 
microscope (AFM): 1, 
microwave network 
analyzer; 2, reflection 
test set; 3, resonance 
structure for imped-
ance matching; 4, AFM 
cantilever; 5, laser; 6, 
photodetector; 7, sam-
ple; 8, x, y, z – stage of 
AFM,  9, process control 
computer, control lines 
are not shown [422]. 

 
 

     If, during the scanning process, the tip is not kept at constant distance to 
the sample the microwave signal provides a convolution of the sample’s 
topography and its dielectric properties. For that reason the scanning mi-
crowave microscope is often simultaneously operated as atomic force mi-
croscope in order to record the topography separately. A set-up referring 
to this is sketched in Figure 73. Via an appendant reflection test set (2, Fig. 
73) the microwave signal from a network analyzer (1) is applied to the tip 
of an atomic force cantilever (4). The signal reflected from the tip, which 
again holds information about the local dielectric properties of the sample 
(7), is received by the measuring channel (M) of the VNA and further pro-
cessed by the computer (9). As with the device shown in Figure 72, a chal-
lenging task is the implementation of the broadband microwave path to 
the tip. Again a resonant structure, such as a half-wavelength coaxial cavity 
resonator [422], may be used as shown in Figure 73. Standard AFM 
equipment (5,6) is used to keep the distance between the tip and the sam-
ple surface constant when the sample is moved (8). The AFM control signal 
provides the desired information about the sample topology.  
      In order to minimize the effect from fringing fields around the tip and 
thereby enhance the spatial resolution of microwave microscopes, special-
ly designed tips are used. Examples are parallel strip-line tips formed of 
two aluminium layers deposited on a tapered quartz bar [417, 419]. Other 
designs separate the sensing probe from the exciting probe employing 
micro-fabricated silicon nitride cantilevers onto which coplanar wave-
guide structures have been patterned [419]. 
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     A special system is the scanning nonlinear dielectric microscope using a 
lumped element LC probe to measure the sample capacitance under the 
central tip of the probe [423-426]. Connected via a small inductance to a 
concentrically arranged ring electrode the tip forms a resonant circuit 
which acts as part of the feedback circuit of an oscillator. The capacitance 
under the central tip affects the total capacitance of the feedback circuit so 
that the frequency of the oscillator can be used to measure the capacitance 
changes of the samples when the sample is scanned. Oscillator frequencies 
are typically in the range 1 to 6 GHz. Variations in the capacitance on the 
order of 10-22 F are accessible to measurement and spatial resolution to 
the atomic scale is reached [424].  

 
 

3.3.2.   Electrical tomography  
 
In close relationship to X-ray tomography, but using non-ionizing electro-
magnetic fields, techniques have been developed for obtaining cross-
sectional images of the impedance or permittivity distribution inside a 
body [384, 427, 428]. Electrical impedance tomography (EIT [390, 394, 
403, 407, 429-432]) and electrical capacitance tomography (ECT, [405, 
433-436]) have established promising methods for the imaging, monitor-
ing, and controlling in medical and industrial applications. Electrical to-
mography methods for local tissue mapping [437] and on-chip EIT tech-
niques for imaging of biological cells [438] have been also described re-
cently.  

Electrical impedance tomography collects images of the internal im-
pedance distribution with an array of external electrodes, distributed 
around the body under test. Typically, a small electrical current is applied 
to the body by means of one electrode pair and the resulting currents are 
concurrently measured at all other electrode pairs. Successively activating 
all available electrode pairs, the current injection is rotated around the 
body. After complete rotation the electrical impedance (or complex per-
mittivity) image can be calculated from the voltage profiles using suitable 
algorithms. Capacitance tomography reconstructs a cross-sectional image 
of the permittivity inside a pipe or vessel from inter-electrode capacitanc-
es. In many ECT applications cylindrical-based geometries are preferred. 
Hence the sensor is an array of electrodes placed on the outside of an elec-
trically non-conducting pipe that surrounds the cross-section to be exam-
ined. The capacitances between all different combinations of electrode 
pairs are determined and evaluated with the aid of an appropriate algo-
rithm to yield the permittivity distribution within the sensor area.   
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Figure 74. Scheme of a 
microwave tomography 
system: 1, network ana-
lyzer with signal output 
(S) as well as reference 
(R) and measurement 
(M) input ports; 2, power 
splitter; 3, multiplexer for 
the feeding signal; 4, an-
tenna array; 5, sample; 6, 
multiplexer for transmit-
ted signals; 7, process 
control computer; 8, 9, 
lines for multiplexer con-
trol. 

 
     As mentioned before, an advantage of electrical tomography techniques 
is the small-amplitude non-ionizing fields employed in the measurements. 
In addition, EIT and ECT are non-invasive, non-intrusive, robust, with-
standing high temperatures and hydrostatic pressures, they are low cost 
and fast [436]. A repetition rate up to 103 frames/s can be reached [430], 
permitting multiphase-flow monitoring in many industrial processes. A 
drawback with respect to X-ray and nuclear magnetic resonance tomogra-
phy is the minor spatial resolution. In order to enhance the resolution, 
tomographic systems operated at microwave rather than radio frequen-
cies have been proposed [407]. The scheme of a set-up for imaging in the 
range 2 to 4 GHz is given in Figure 74. Again a vector network analyzer is 
used for signal generation and reception. With the aid of a suitable multi-
plexer, the measurement signal is successively applied to the particular 
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antenna of an array, shown in brown (Fig. 74). After transmission through 
the sample under test the signals from the transmitting antennae are re-
ceived by another array of antennae (light brown), sampled by a second 
multiplexer, fed to the measurement input port of the VNA, and processed 
by a computer for image reconstruction.  

In order to improve the EIT spatial resolution, magnetic resonance 
electrical impedance tomography (MREIT) has been also suggested recent-
ly [439]. MREIT is based on the idea that a current injected into the body 
under test does not just alter the interior current density and the voltage 
between electrodes but also the magnetic flux lines inside the subject. Add-
ing the magnetic-flux-density data from a magnetic resonance imaging 
scanner to the voltage data is expected to substantially enhance the resolv-
ing power of electromagnetic imaging techniques [439].  

Since the corresponding inverse problem is ill-posed, image recon-
struction is still a challenging endeavour in electrical tomography [440]. 
Considerable efforts are therefore currently made to optimize algorithms 
in view of both the quality of reconstructed images as well as computa-
tional efforts and computing time [441-447]. 
 
 
3.3.3   Spectroscopic imaging 
 
Since network analyzers provide rather fast frequency scans the combina-
tion of imaging and spectroscopy is also possible [448-451]. A potential 
measurement set-up in the microwave region is sketched in Figure 75. It is  

    
 
 
 
 
Figure 75. Schematic of 
system for frequency re-
solved microwave imag-
ing of materials: 1, vector 
network analyzer; 2, re-
flection test set; 3, trans-
mitting and receiving an-
tenna; 4, stage for posi-
tioning the antenna; 5, 
material under test; 6, 
process control computer, 
control lines are omitted.   
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Figure 76. Scan-
ning THz micro-
scope: 1, femto-
second laser; 2, 
beam splitter; 3, 
mirror; 4, chopper 
with 4a, chopper 
control unit; 5, 
delay stage with 
5a, position con-
trol; 6, emitter; 7, 
lens; 8, sample 
cell; 9, x, y, z- 
stage; 9a, line for 
stage control; 10, 

electro-optic crystal; 11, quarter wave plate; 12, Wollaston prism; 13, pho-
todiode; 14, lock-in amplifier; 15, process control computer. 
 

 
designed as a free space system to scan materials by varying the position 
of an antenna (3, Fig. 75) that transmits the measurement signal and at the 
same time receives the signal reflected from the material under test. Scan-
ning the frequency at each position of the antenna provides additional 
valuable spectroscopic information and thus allows for the construction of 
dielectric images at different frequencies. 
     A THz microscope yielding dielectric images at different frequencies is 
shown in Figure 76. Actually this version of a spectroscopic microscope 
simply derives from the spectrometer sketched in Figure 71. The instru-
ment is modified by placing the sample on a suitable stage for spatial 
scanning (9, Fig. 76). Again a frequency scan may be taken at each sample 
position.  

 
 
 
 
 

 
 
 
 
 
 



 
 
4     Dielectrics of Water and Aqueous Solutions 
 
4.1    Pure water: effects of temperature and pressure  
 
As shown before, techniques for dielectric measurement at THz frequen-
cies are indeed well developed. So far, however, they have been scarcely 
applied in liquid measurements and applications to moisture determina-
tion are almost non-existent. For those reasons the following review on the 
dielectric properties of water in its different states of interaction will be 
largely restricted to the frequency range up to 100 GHz.  

In the relevant temperature range liquid water displays a relaxation at 
microwave frequencies (Fig. 77) which can be analytically represented by 
the simple Debye-type relaxation function (Eq. 78) with discrete relaxation 
time. The parameter values of the Debye function are collected in tabular 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 77. Real part 𝜀′(𝜈) 
and negative imaginary part 
𝜀′′(𝜈) of the microwave  
complex permittivity spec-
trum of water at five tem-
peratures: ▲, 0 °C; ◊, 10 °C; 
●, 25 °C; □, 40 °C; ▼, 50 °C 
[137, 145]. 
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form in reference data section (chapter 6) and are briefly discussed in the 
following. Since the extrapolated high-frequency permittivity ε(∞) is of 
minor importance for the principal dispersion (d𝜀′/dν < 0)/dielectric loss 
(𝜀′′ > 0) region of water, the focus of the discussion will be the static per-
mittivity ε(0) and the dielectric relaxation time which, as mentioned 
above, will be denoted by τw in order to accentuate the reference to pure 
water.  
 
 
4.1.1   Static permittivity, Kirkwood-Fröhlich theory, dipole orientation 
             correlation 
 
Owing to its relatively large permanent electric dipole moment μ = (1.84 D, 
sect. 2.2) of the isolated water molecule, liquid water exhibits a considera-
ble static permittivity. At normal pressure it is as large as ε(0) = 107 ± 2 
for supercooled water at -35 °C and decreases with temperature to reach 
ε(0) = 55.67 ± 0.1 at 100 °C. A set of data from the literature is plotted in 
Figure 78. This data has been fitted to the empirical relation 
 

ε(0) = 87.853exp[-0.00457(T/K – 273.15)]                   (103) 
 

in which T denotes the absolute temperature. In the temperature range 
from -15 to 100 °C, Eq. (103) represents the experimental data well within  
 

 
 
 
 
 
 
Figure 78. Static permittivity 
ε(0) of liquid water, including the 
supercooled region, plotted on a 
logarithmic scale against tem-
perature T. Symbols show litera-
ture data measured at low fre-
quency [452-457] as well as ex-
trapolated from microwave spec-
tra [137, 144, 145]. The line rep-
resents the empirical interpola-
tion relation defined by Eq. 
(103). 
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their limits of uncertainty. Only with supercooled water at lower tempera-
ture the deviations slightly exceed experimental uncertainty. 
     Whilst providing a reasonable way to interpolate static permittivity data 
of water at temperatures between -25 and 100 °C, the above empirical 
relation (Eq. 103) does not permit physical insigths into the nature of the 
low-frequency (static) polarization of the dipolar liquid. Such insights are 
offered by theoretical models, such as the elaborate Kirkwood-Fröhlich 
theory [140, 458-462] which yields 

(𝜀(0)−𝜀∞)(2𝜀(0)+𝜀∞)

𝜀(0)
=

𝑁A𝑐

9𝜀0𝑘B𝑇
(𝜀∞ + 2)2𝜇g

2𝑔.                       (104) 

 
In this equation NA (= 6.022⋅1023 mol-1) is Avogadro’s number, kB (= 
1.381⋅10-23 J/K) Boltzmann’s constant, and ε0 (= 8.854⋅10-12 F/m) the elec-
trical field constant as before. Parameter c is the (molar) concentration of 
dipols with dipole moment μg in the gaseous (i.e. the isolated) state. Quan-
tities ε∞ and g, a high-frequency permittivity and the Kirkwood dipole ori-
entation correlation factor, respectively, need special attention and are 
discussed in further detail below. However, it is worth mentioning first 
that the rather complicated structure of the relation, namely the fact that 
the static permittivity is not simply proportional to the squared electric 
dipole moment, reflects the interactions between the dipole field and the 
polarizable surroundings. Also the enlargement of the dipole moment μg of 
the isolated molecule to the  value μ = μg⋅(ε∞ + 2)/3 in condensed matter is 
due to its polarization of the medium in which it is embedded. 
     The dipole orientation correlation factor g considers effects of ordering 
of dipole moments. As is well known from ferroelectrics, preferential par-
allel alignment of dipole moments leads to enhanced static permittivities 
(g > 1) of materials. If, for example, g dipoles form a domain with the mo-
lecular dipole moments μ perfectly aligned, its total dipole moment 
amounts to g⋅μ. At the same time the concentration of polar species indeed 
decreases by the factor g. Since, however, the dipole moment enters Eq. 
(104) quadratically, a net enhancement results so that the effective dipole 

moment is √𝑔⋅μ. Basically, this feature reflects the finding that, in thermo-

dynamic equilibrium, a rotation of a complete domain with g dipoles in the 
direction of an electrical field is more likely than the independent rotation 
of g individual dipoles in the same direction. As obvious from the above 
arguments, antiparallel ordering of dipole moments leads to reduced per-
mittivities (g < 1), whereas the stochastic distribution of the dipole direc-
tions conforms with g = 1. 
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Figure 79. Tetrahedral coordina-
tion of water molecule according 
to Bernal and Fowler [95]. In 
correspondence to Figure 3, the 
positively charged sites at the 
hydrogens are marked by δ+, the 
position of the oxygen is indicat-
ed by 2δ-.   
 

 
     In regard to the high static permittivity of water, Kirkwood [140, 458] 
proceeded from the tetrahedral coordination of the molecules (Fig. 79) 
and, taking only nearest neighbors into account, calculated the correlation 
factor from geometric considerations as 
 

g = 1 + 4cos2(50°) = 2.65.                                      (105) 
 

This value agrees well with the one derived from Eq. (104) if the high fre-
quency permittivity in that relation is identified with the squared optical 
refractive index (ε∞ = n2 = 1.332 = 1.77). However, within the broad limits 
between the squared optical refractive index and the extrapolated high-
frequency permittivity ε(∞) the correct value of ε∞ to be used in Eq. (104) 
is unknown n2 ≤ ε∞ ≤ ε(∞). Furthermore, the results from Eq. (104) depend 
sensitively upon ε∞. If, for example, the high-frequency permittivity ε(∞) 
as extrapolated from the microwave permittivity data (4.0 ≤ ε(∞) ≤ 6.0 
[463]) is used, g < 1 is found. Hill [464] has shown that g = 1 is compatible 
with ε∞ between 4.35 (0 °C) and 4.05 (60 °C). By comparison of single-
particle correlation times from nuclear magnetic resonance data with die-
lectric relaxation times of water (Eq. 19), a g-value of 1.7 has been more 
recently proposed for water at room temperature [141]. Contrary to that, 
the static permittivities of aqueous solutions of non-dipolar solutes (sect. 
4.2.2 below) may be taken to indicate a small effect of dipole orientation 
correlation only. Because of the unresolved issue of the correct orientation 
correlation factor of liquid water, solute-induced changes in the static 
permittivity of aqueous solutions are often discussed relative to the prop-
erties of the pure solvent instead of speculating on potential variations in  
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Figure 80. Quantity Sε(T) rep-
resenting the left hand side of 
Eq. (104) for water versus 
c(T)/T. Data for the tempera-
ture range 0 to 60 °C are 
shown on the assumption ε∞ = 
n2 = 1.77.  
 

 
 
the g-factor. This path will be followed below. 
     The temperature dependence in Eq. (104) points at thermal agitation, 
which more strongly promotes stochastic distribution of the electric dipole 
moments and thus more strongly impedes their rotation in direction of an 
external electric field as temperature is increased. Neglection of the high-
frequency permittivity (ε∞ ≪ ε(0)) on the left hand side of Eq. (104) shows 
that the static permittivity of water is roughly inversely proportional to T. 
In order to realize the correct temperature dependence in the static per-
mittivity data of water, the left hand side of Eq. (104), namely quantity 
Sε(T) = [ε(0) - ε∞][2ε(0) + ε∞]/ε(0), is displayed as a function of c(T)/T in 
Figure 80. Since the uncertainty in the extrapolated high-frequency per-
mittivity ε(∞) is high, ε∞ = n2 = 1.77 has been used in the calculation of the 
Sε data. In doing so, a marginal temperature dependence of n2 has been 
neglected. The data in Figure 80 nicely follows a straight line and thus in-
dicates a temperature independent slope dSε/d(c/T). Since the other pa-
rameters in the slope are constants or quantities almost independent of T 
(Eq. 104), this result may be taken to indicate that the dipole orientation 
correlation factor of water, if different from g = 1 at all, does not noticeably 
depend upon temperature. 
 
 
4.1.2   Dielectric relaxation time, Eyring behavior 
 
Within the framework of the reaction scheme discussed in section 2.2 a 
higher temperature means that the potential energy minima are filled up 
to a higher level. This effect is sketched in Figure 81 where identical mini-
ma are shown since the hydrogen bond energy does not depend on the 
orientation of the water molecule. Obviously, the potential energy barrier  
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Figure 81. Reaction scheme 
showing the separation of two 
dipole moment orientations by 
a potential energy barrier (Figs. 
15, 18). Brown and light brown 
coloring indicates the filling of 
the potential energy minima at 
temperatures T1 and T2 > T1, 
respectively. 
 

 
Figure 82. Eyring plot 
of the relaxation time τ 
(= τw) of the (principal) 
dielectric relaxation of 
water in the microwave 
region. Data refer to the 
temperature range -20 
to 100 °C (black and 
blue  points: data from 
references 137 and 170, 
respectively). The full 
line is discussed in the 
text, the dashed line 
indicates Eyring behav-
ior (Eq. 106) with acti-
vation entropy ΔS# = 0 
and enthalpy ΔH# = 17.5 
kJ/mol.   
 
 
to be surpassed for reorientation appears to be smaller at higher than at 
lower T. Therefore, the probability that thermal activation is sufficiently 
strong for surpassing the barrier increases with temperature. Consequent-
ly, the relaxation time is expected to decrease with T. This feature is ex-
pressed by the Eyring equation [465, 466] 
 

1/τ = 
𝑘B𝑇

ℏ
Cfexp(-ΔG#/RT),                                            (106) 

where  
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ΔG# = ΔH# - TΔS#                                                    (107) 

 
denotes the Gibbs free energy of activation with activation entropy ΔS#. In 
Eq. (106) ℏ is Planck’s constant divided by 2π, Cf is a dimensionless factor, 
and R = kBNA is the gas constant. Prefactor kBTCf/ℏ may be considered the 
frequency with which the molecule at thermal equilibrium is vibrating in 
the potential energy profile. The faster the vibrations, i. e. the more at-
tempts are made per second to surpass the energy barrier, the shorter will 
be the period after which reorientation occurs.  
     The dominating factor in the relaxation time is, however, the ratio of the 
Gibbs free energy of activation and thermal energy (Eq. 106). In most 
parts of the relevant temperature range, namely between 0 and 60 °C, the 
principal dielectric relaxation times of water follow Eyring temperature 
behavior with activation enthalpy ΔH# = 16.7 kJ/mol and entropy ΔS# = 
23 J/(mol⋅K). Using these parameter values the Eyring function is depicted 
in that temperature range by the full line in Figure 82. Outside that range 
the line is drawn just to guide the eyes. In the somewhat reduced tempera-
ture range from 0 to 50 °C the relaxation time data can be also well de-
scribed assuming a vanishing activation entropy and ΔH# = 17.5 kJ/mol. 
With these parameter values the Eyring function is represented by the 
dashed line in Fig. 82. Hence at the most important tempertures for our 
daily lives an activation enthalpy on the order of the hydrogen bond inter-
action enthalpy ΔH = 20 kJ/mol of water follows.   
     The relaxation behavior of viscous liquids, especially glass-forming  
 

 
 

 
 
 
 
 
 
Figure 83. Vogel-Fulcher-
Tammann-Hesse represen-
tation (Eq. 108) of the prin-
cipal dielectric relaxation 
time τ (= τw) of water at 
temperatures between -20 
and 100 °C: τ0 = 1 ps.  
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substances, is often described by the relation 
 

      ln(τ/τ0) = EVFTH/(T - T0)                                        (108) 
 
which Vogel [467], Fulcher [468], as well as Tammann and Hesse [469] 
first applied to experimental viscosities. Here τ0 is a reference relaxation 
time, EVFTH is a parameter related to an energy and T0 is a specific tempera-
ture, for example the glass temperature. The plot of 1/ln(τ/τ0) for water as 
a function of temperature (Fig. 83), however, does not reveal a straight 
line, clearly disclosing that the Vogel-Fulcher-Tammann-Hesse model is 
not applicable. 
 
 
4.1.3   High hydrostatic pressure, wait-and-switch relaxation model  

 
When water with its relatively open structure is compressed one might 
expect an increase in the dielectric relaxation time because of added inter-
nal friction. As shown by Figure 84, however, the opposite is true: τw de-
creases with hydrostatic pressure p. Likewise surprising on a first glance is 
the trend observed in computer simulation studies [116] for the molecular 
mobility of water. Lowering the density from 1 to 0.85 gcm-3, the mobility 
decreases, in conformity with the increase in the reorientational mobility 
at increasing pressure.  
 

 
 
 
 
 
 
 
 
 
 
Figure 84. Principal relaxa-
tion time τw of water at 25 °C 
and various hydrostatic pres-
sures p plotted as function of 
concentration c* (= 4[H2O]) of 
hydrogen bonding sites [242, 
243]. The blue point marks 
the value at normal pressure. 
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     The above results suggest a correlation between the dielectric relaxa-
tion time of water and the concentration c* of hydrogen bonding sites, 
which is already considered in the presentation of pressure-dependent 
data in Figure 84: the relaxation time decreases with c*. This feature is 
described by the so-called wait-and-switch model of dipole reorientation 
[142]. The model proceeds from previous ideas of dipole orientational 
motions in alcohols [470] and from results of computer simulation studies 
for water [116, 471-477]. Still assuming the reorientation of the water 
dipoles to comply with an activated jump mechanism, as again sketched by 
the reaction scheme in Figure 85, let us consider the direction of the dipole 
moment of a selected molecule. This dipole moment is marked by an ar-
row. Its direction (a, Fig. 85) may correspond to one of the potential ener-
gy minima in the reaction scheme. In order to be able to rotate in another 
direction the potential energy barrier has to be surpassed by the molecule, 
implying the breaking of several hydrogen bonds. Computer simulations 
reveal rapid fluctuations, with correlation times as small as 0.1 to 1 ps, of 
hydrogen bond strength [472, 473, 477]. Within these fluctuations,  
 
 

Figure 85. Sketch of  the 
potential energy barrier 
between two dipole 
orientations. The red 
line shows the reduction 
of the activation enthal-
py due to the formation 
of a bifurcated hydrogen 
bond when an addition-
al neighbor molecule is 
present. Also sketched 
are three situations of a 
given water dipole: a, 
the original hydrogen 
bond and dipole orienta-
tion; b, bifurcated bond 
to the primary partner 
molecule and an addi-
tional neighbor; c, hy-
drogen bond to the lat-
ter molecule after the 
switch of dipole orienta-
tion. 
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however, the hydrogen bonds normally weaken and just reform again. The 
situation changes substantially, when another hydrogen bond partner ap-
pears at a suitable site [116, 471, 475-477]. Since water is predominantly 
tetrahedrally coordinated (Fig. 8) this additional partner is also named the 
“fifth neighbor” [475]. Presence of a fifth neighbor in a suitable position 
leads to the formation of a bifurcated (branched) bond, including both the 
original bond partner and the new neighbor (b, Fig. 85). The bifurcated 
bond causes a reduction of the potential energy barrier, as indicated by the 
red line in Figure 85. Thereby the considered water molecule can more 
easily surpass the barrier, thus rotate its dipole orientation and form a 
normal hydrogen bond with the new partner (c, Fig. 85). The dipole rota-
tion itself occurs again within the short period of around 0.1 ps [472, 473, 
477] and therefore resembles a switching. Because the reorientation itself 
is so fast, the greater proportion of the relaxation time is the period for 
which a molecule has to wait until an additional neighbor occurs in a suit-
able position. This aspect reflects the correlation between the dielectric 
relaxation time and the concentration of hydrogen bonding sites c*: the 
larger c* the higher the probability density for the occurrence of a suitable 
new hydrogen bond partner, the shorter the waiting period, and thus the 
smaller the relaxation time.  
     The idea of the wait-and-switch model applies, at least in a qualitative 
manner, to many features of aqueous systems as well as other associating 
liquids. The large difference in the dielectric relaxation times of liquid wa-
ter and ice, at 0 °C disagreeing by a factor of more than 106, may be at-
tributed to the higher degree of tetrahedral order in the solid state which 
is associated with a reduced probability density for catalyzing reorienta-
tional motions by structural defects. In this context it is worth mentioning 
that not only fivefold coordinated water molecules may initialize switching  

 
 
 
 
 
 
 
 
 
 
Figure 86. Hydrogen bonding between the posi-
tively charged sites at the hydrogen atoms of one 
water molecule and the smeared lone pair elec-
tron charges of another molecule. 
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of the dipole  moment and the formation of a new hydrogen bond. Three-
fold coordinated structures, as resulting if both hydrogen atoms of a water 
molecule interact with the smeared lone pair electrons of another mole-
cule (Fig. 86), can likewise act as defect that promotes reorientational mo-
tions. 
     Some favorable examples for aqueous solutions will be discussed in 
sections 4.2 and 4.3 below, including such for which the model fails to ex-
plain relaxation times in an obvious manner. Figure 87 supports the idea 
of a wait-and-switch model. It shows relaxation times τ1 for the principal 
relaxation process for water and the series of normal alcohols up to 
 
 

 
 
Figure 87. Log-log plot of 
the relaxation time τ1 of 
the principal (microwave) 
relaxation of normal alco-
hols [CH3(CH2)n-1OH, n = 1 
,…, 12] as function of the 
concentration of hydrogen 
bonding sites. The τw value 
for water at 25 °C is also 
included (blue point). Al-
cohol data refer to 25 and 
20 °C [147, 478-483]. 

 
 
dodecanol. Again the τ1 values decrease with concentration of hydrogen 
bonding sites. Since the hydrogen bond energy is almost identical for all 
normal alcohols, Figure 87 highlights again the impact of the density of 
hydrogen bonding sites for the dielectric relaxation of associating liquids. 
It is this density which successively decreases when going from methanol 
(or even water) to dodecanol and thus provokes increasing periods of 
waiting for a suitable new hydrogen bond partner. Additionally, transla-
tional diffusion of normal alcohols is noticeably affected by interactions 
between –CH2- and –CH3-groups. For each additional group of an alkyl 
chain of normal alcohols up to n-octanol an increase in the activation en-
thalpy by 3.5 kJ/mol has been found [147, 484]. Hence the waiting period 
of higher homologues of methanol is further extended by interactions of 
alkyl groups.    
     A converse example is the dielectric relaxation times for mixtures of  
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Figure 88. Dielectric relax-
ation time of the principal 
relaxation process in mix-
tures of heavy water (D2O) 
and normal water (H2O) at 
25 °C versus mole fraction x 
of D2O [485]. 

 
 
heavy water with water. They increase linearly from 8.27 ps for H2O at 25 
°C to 10.37 ps for D2O at the same temperature (Fig. 88). This happens 
although the concentration  c* of hydrogen bonding sites of both liquids is 
identical. Since measurements at different temperatures reveal also nearly 
identical activation enthalpies [486], the larger relaxation times of heavy 
water appear to be due to a different Cf in Eq. (106). Due to its larger mass, 
the frequency of vibrations in the potential energy minimum (Figs. 81, 85) 
is smaller with D2O than with H2O. Consequently, in D2O less attempts are 
made per time unit to surpass the potential energy barrier in the reaction 
scheme of Figure 85. A reduced probability density for achieving favorable 
conditions for dipole moment switching and thus enhanced dielectric re-
laxation time follows. 
 
 
4.2    Aqueous solutions of polar and non-polar molecules 
 
Aqueous solutions of non-ionic non-dipolar solutes reveal comparatively 
simple spectra (Fig. 89), connatural to Debye-type relaxation behavior. 
They differ, however, in three points. The (extrapolated) static permittivity 
ε(0) and thus the relaxation amplitude Δε = ε(0) – ε(∞) is smaller than 
with pure water, the dispersion (d𝜀′(𝜈)/dν < 0) and dielectric loss 
(𝜀′′(𝜈) > 0) region extends over a somewhat broader frequency band, and 
the relaxation frequency νr is shifted to smaller values, pointing at an en-
hanced relaxation time (2πνr)-1. For a moment the relaxation frequency 
may be just defined as the frequency at which the dielectric loss adopts its 
relative maximum (d𝜀′′(𝜈)/dν = 0, d2𝜀′′(𝜈)/dν2 < 0 at ν = νr). More particu-
lars of such spectra will be discussed below, starting with the broadened 
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Figure 89. Real 
parts 𝜀′(𝜈) and neg-
ative imaginary 
parts 𝜀′′(ν) of the 
complex permittivi-
ty spectra of water 
(blue points) and a 1 
mol/l aqueous solu-
tion of quinoxaline 
at 25 °C (black 
points [487]). The 
structure of the so-
lute molecule is also 
delineated. Parame-
ters τs and τw are 
the principal relaxa-
tion time of the Hav-
riliak-Negami spec-
tral function (Eq. 
113)  and the Debye 
function (Eq. 78), 
respectively. 
 

 
frequency range of relaxation. 
 

 
4.2.1   Relaxation time distribution, hydration model 
 
4.2.1.1   Continuous relaxation time distribution 
 
Often the broadening of the relaxation region is accounted for by the as-
sumption of a continuous distribution G(τ) of relaxation times, by which 
the complex permittivity spectrum is expressed as 
 

ε(ν) = Δε∫
𝐺(𝜏)

1+𝑖𝜔𝜏

∞

0
dτ + ε(∞),                                       (109) 

 
with normalization relation 
 

∫ 𝐺(𝜏)
∞

0
dτ = 1.                                             (110) 
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Since both the frequency band of measurement and the measurement ac-
curacy are usually too small to extract the relaxation time distribution 
function directly from the experimental spectra, empirical spectral func-
tions are used to analytically represent the complex permittivity data and 
to conclude on the underlying relaxation time distribution from the best 
fitting analytical description of experimental spectra. 
     Popular relaxation functions are the Cole-Cole function [341, 488] 
 

ε(ν)  = ε(∞) + 
∆𝜖

1+(𝑖𝜔𝜏CC)1−ℎ                                (111) 

 
and the Davidson-Cole function [489] 
 

ε(ν) = ε(∞) + 
∆𝜀

(1+𝑖𝜔𝜏DC)(1−𝑏) .                             (112) 

 
     When τG(τ) is plotted versus ln(τ/τCC) the relaxation time distribution 
underlying the Cole-Cole function is symmetrically bell-shaped with prin-
cipal relaxation time τs = τCC (part b, Fig. 90). The complex plane represen-
tation of the spectrum follows a circular arc with its center below the 𝜀′ 
axis. The Davidson-Cole distribution is asymmetric (a, Fig. 90). The princi-
pal relaxation time τs = τDC is not just the one with largest weight, but, at 

 
 
 
 
 
 
 
Figure 90. Relaxation time 
distributiom functions corre-
sponding with the Davidson-
Cole (Eq. 112) and the Cole-
Cole (Eq. 111) spectral func-
tions. The former is shown in 
the upper part (a), the latter 
in the lower part (b) of the 
Figure. Also sketched are the 
corresponding spectra in the  
complex plane representa-
tion. 
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Figure 91. Com-
plex plane repre-
sentation of nor-
malized permittivi-
ty data for a 5 
mol/l solution of 
quinoxaline in wa-
ter at 25 °C [487]. 
The black line is 
the graph of a Hav-
riliak-Negami func-

tion (Eq. 113) with h = 0.09 and b = 0.11. The blue line indicates the Debye 
function (Eq. 78) as applying to pure water. 
 
 
the same time, is also the largest relaxation time. In the complex plane 
representation the spectral function constitutes a skewed arc. Parameters 
h and b (0 ≤ h,b < 1) control the width and shape of the relaxation time 
distribution function and thus the deviations from simple Debye relaxation 
behavior. 
     A combination of Eqs. (111) and (112) yields the so-called Havriliak-
Negami spectral function [490] 
 

ε(ν) = ε(∞) + 
𝛥𝜀

(1+(𝑖𝜔𝜏HN)1−ℎ)1−𝑏                                        (113) 

 
with principal relaxation time τs = τHN and with two relaxation time distri-
bution parameters. A spectrum with almost balanced Cole-Cole and Da-
vidson-Cole distribution parameters (h = 0.09 ± 0.02; b = 0.11 ± 0.06 
[487]) is shown in Figure 91.  
     Various other empirical relaxation spectral functions have been pro-
posed. Within the limits of typical experimental uncertainties, most of 
these functions are well reproduced [491, 492] by the Hill function [491, 
493, 494]  

𝜀′′(𝜈) =
[𝜀(0)−𝜀(∞)](𝜔𝜏H)𝑚

[1+(𝜔𝜏H)2𝑠](𝑚+𝑛)/(2𝑠)                                    (114) 

 

which is available in complete form for the negative imaginary part of the 
permittivity spectrum only. This function includes three distribution pa-
rameters (0 < m, n, s ≤ 1) which are related in an obvious manner to the 
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shape of the spectral function: at low frequencies (ωτH ≪ 1) the dielectric 
loss spectrum increases as ωm, towards high frequencies (ωτH ≫ 1) it de-
creases as ω-n, and around its relative maximum (ωτH ≈ 1) it is mainly con-
trolled by s. However, because of its rather large number of parameters 
and since consideration of the real part of the permittivity function needs 
numerical transformation, little use is made of the Hill function.  

 
4.2.1.2   Basic hydration model 
 
Instead of assuming a continuous relaxation time distribution the broad-
ening of the relaxation region with respect to pure water spectra can be 
principally accounted for by considering a sum of a limited number of De-
bye relaxation terms. Generally, at moderate solute concentrations two 
Debye terms are sufficient to represent the dielectric spectra of solutions. 
In addition, the relaxation time of one term may be fixed at the value τw of 
pure water at the relevant temperature. Based on these findings, it is an 
obvious attempt to identify the relaxation terms of the solutions with wa-
ter that is unaffected and water around the solute, the relaxation time τh (≠  

 
 
 
 
Figure 92. Real parts 
𝜀′(𝜈) and negative imag-
inary parts 𝜀′′(ν) of the 
complex permittivity 
spectra of water (blue 
points) and a 0.67 mol/l 
aqueous solution of tri-
ethylenediamine (TED) 
at 25 °C (black points 
[495]). The subdivision 
of the latter spectrum 
into pure water and hy-
dration water contribu-
tions is indicated by blue 
and turquoise lines. The 
inset shows the struc-
ture of the solute mole-
cule.  
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Figure 93. Sketch of hydration model (top). The 
solute in the center is given the permittivity εu. 
It is surrounded by Zh hydration water mole-
cules with relaxation time τh (≠ τw). The hydrat-
ed solute is embedded in unperturbed water 
with pure water complex permittivity εw(ν). 
Also shown is the relaxation time distribution 
corresponding with this model (bottom). 
 
 
τw) of the latter thus being controlled by the solute. Applying this model, 
the experimental spectra are analytically represented by the function 
 

ε(ν) = ε(∞) + 
𝛥𝜀w

1+𝑖𝜔𝜏w
 + 

𝛥𝜀h

1+𝑖𝜔𝜏h
                                 (115) 

 
where ε(∞) + Δεw + Δεh = ε(0) and where Δεh is related to the concentra-
tion cZh of hydration water. If identical dipole orientation correlation fac-
tors (section 4.1.1) are assumed for both, the hydration water and the un-
perturbed water, equation 
 

cZh= cwΔεh/(Δεh + Δεw) = cwΔεh/(ε(0) - ε(∞))                (116) 

 
may be simply used to estimate Zh. 
     As it proceeds from only two different kinds of water this basic concept 
of hydration model is certainly an oversimplification of the structure of 
aqueous solutions. In reality there will be a more smooth transition from 
strongly affected water at the solute’s surface to unaffected water. Also, 
the dipole orientation correlation factor of the hydration water may be 
different from that of pure water [496]. Nevertheless, this simple model 
impresses by its clarity and its small number of adjustable parameters: 
ε(∞), ε(0), Δεh, and τh instead of ε(∞), ε(0), τCC, and h or ε(∞), ε(0), τDC, and 
b with the Cole-Cole or Davidson-Cole models, respectively.   
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4.2.1.3   Solute contribution to the spectra 
 
So far non-dipolar solutes such as quinoxaline and triethylenediamine  
have been considered. With these molecules the partial dipole moments at 
the opposing nitrogens compensate each other because the molecular 
structure is stabilized by delocalized electrons or by the bicyclic composi-
tion, respectively. Dielectric spectra of solutions change significantly when 
solutes themselves bear a significant dipole moment. An example is shown 
in Figure 94, where spectra of 3 mol/l solutions of dipolar purine and non-
polar quinoxaline are compared to one another. Due to its permanent elec-
tric dipole moment (μg = (4.5 ± 0.2) D [497]), purine adds its own contribu-
tion to the permittivity spectrum, with relaxation amplitude Δεu = ε(0) – 
εsw and relaxation time τu. Here εsw denotes the water contribution to the 
static permittivity (Fig. 94). 
     In the purine solution spectrum shown in Figure 94, the solute and sol-
vent relaxations are well separated from one another, so that the analysis 
in terms of two relaxation processes  
 

 
 
 
 
 
Figure 94. Real parts 
𝜀′(𝜈) and negative imag-
inary parts 𝜀′′(ν) of the 
complex permittivity 
spectra of 3 mol/l aque-
ous solutions of purine 
(●) and quinoxaline (∎) 
at 25 °C [497]. The blue 
lines reflect the water 
spectrum at the same 
temperature. The tur-
quoise line reveals the 
contribution of the sol-
vent water to the real 
part of the purine spec-
trum. Insets show the 
structures of the solvent 
molecules.  
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ε(ν) = ε(∞) + 
𝜀(0)−𝛥𝜀u−𝜀(∞)

(1+𝑖𝜔𝜏s)
(1−𝑏)  + 

𝛥𝜀u

1+𝑖𝜔𝜏u
                                  (117) 

 
is quite easily possible. If the relaxation times τs and τu are closely spaced, 
however, assumptions have to be made either by calculating Δεu from the 
solute dipole moment or by fixing εsw based on results for solutions of non-
dipolar solutes. Such results will be discussed in the next section.  
     The situation is even more complicated if experimental spectra for solu-
tions of dipolar solutes are treated in terms of the hydration model. As 
illustrated by Figure 95 at least three relaxation terms are required,  
 

ε(ν) = ε(∞) +
𝜀(0)−𝛥𝜀u−𝛥𝜀h−𝜀(∞)

1+𝑖𝜔𝜏w
 +

𝛥𝜀h

1+𝑖𝜔𝜏h
 +

𝛥𝜀u

1+𝑖𝜔𝜏u
 ,                  (118)            

 
with the hydration water term located between that for the unaffected 
water and the one for the solute. On such conditions, it is particularly help-
ful in the regression analysis of experimental spectra if at least one of the 
parameters can be fixed at a reasonable value. 
 

 
Figure 95. Com-
plex plane repre-
sentation of the 
spectra for water 
(blue points) and a 
1.11 mol/l solution 
of 6-methyl-purine 
(black points) at 25 
°C [497]. The sub-
division of the lat-
ter into Debye re-
laxation terms for 
unaffected water 

(w), hydration water (h), and solute (u) is indicated by blue, turquoise, and 
light brown color, respectively. The structure of the dipolar solute is also 
shown. 
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4.2.2   Static permittivity, mixture models 
 
4.2.2.1   Experimental findings 
 
The static permittivities ε(0) of aqueous solutions of non-dipolar mole-
cules generally decrease with increasing volume fraction vu of solute (Fig. 
96). The smaller ε(0) values are for the most part due to the dilution of the 
dipolar solvent and thus reduced concentration of dipole moments (Eq. 
104). Depolarizing fields, resulting from polarization charges at the inter-
nal solute-solvent interfaces, also contribute to the reduction of ε(0). Un-
fortunately, the internal fields cannot be rigorously treated. Rather mean 
field approaches are required even for comparatively simply structured 
solutions of spherically shaped solutes. Because of some ambiguity in the 
mean field approximations, a variety of mixture relations exist even for 
solutions of globular solutes [458, 500-506]. In Figure 96 graphs of two 
prominent mixture relations for such solutions are shown, assuming a 
solute permittivity εu = 2 and a solvent permittivity ε(0) = εw = 78.35, cor-
responding with the permittivity of water at 25 °C. The Maxwell-Wagner 
model [507-509] proceeds from the idea that the permittivity of the sol-
vent close to solute particles agrees with the permittivity ε(0) of the pure 
solvent. It is thus assumed to preferentially apply at small volume fractions 
vu of solutes. The Maxwell-Wagner relation for the permittivity εm of  
 

 
Figure 96. Static permittivity 
ε(0) versus volume fraction 
vu of solute for aqueous solu-
tions of some non-dipolar 
heterocyclic molecules at 25 
°C: ⧫, bicyclic triethylenedia-
mine (TED, [497]; •, 1,4-
dioxane [498]; ∎, aromatic 
pyrazine as well as 2-methyl- 
and 2,6-dimethyl-pyrazine 
[499]; ▲, quinoxaline and 2-
methylquinoxaline [499]. 
Dashed line accentuates the 
TED solution data. Blue and 
turquoise lines are graphs of 
mixture relations, Eqs. (119), 
(120), respectively, providing 
mixture permittivity εm.  
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mixtures with water as solvent reads 
 

εm = εw
2𝜀w(1−𝑣u)+𝜀u(1+2𝑣u)

𝜀w(2+𝑣u)+𝜀u(1−𝑣u)
 .                                      (119) 

 
Contrary to the above assumption, Bruggeman suggested the permittivity 
of the surroundings of a solute to equal that of the solution, εm. His relation 
[510]  
 

𝜀m−𝜀u

𝜀w−𝜀u
(

𝜀w

𝜀m
)

1/3
= 1 − 𝑣u                                         (120) 

 
 
may thus be considered more suited for concentrated solutions. Irrespec-
tive of the variance in the theoretical predictions, the experimental data 
tend to slightly exceed the mixture relations. This tendency is deemed to 
express effects of hydrophobic hydration which will be discussed with 
more details below. It is, however, interesting to realize that the largest 
ε(0) data at given vu result for triethylenediamine solutions. From an ele-
mentary point of view, TED is the most hydrophobic chemical among the 
water soluble substances. It offers only two lone pair electrons for hydro-
gen bonding with water but comprises six –CH2-groups. The hydrophilic-
hydrophobic balance looks quite different for 1,4-dioxane: four lone pair 
electrons are accompanied by four –CH2-groups. Hence, from the character 
of its groups, this non-dipolar molecule is rather hydrophilic. 1,4-dioxane 
is miscible with water in any proportion. 
      In this context, it is worth to notice that the numbers of hydrophilic and 
hydrophobic groups per molecule are indeed important factors in influ-
encing the water around the solute. They are, however, not the exclusive 
parameters controlling the water properties. An illustrative example is 
symmetric and thus non-dipolar 1,3,5-trioxane with its six hydrogen bond-
ing sites per just three –CH2-groups. Despite of this favorable hydrophilic – 
hydrophobic balance trioxane is soluble up to 221 g/l only, corresponding 
with 2.45 mol/l. Such behavior may be taken to indicate that other factors, 
such as steric and configurational aspects of solutes, are important in in-
fluencing the water properties around them. 

 
4.2.2.2   Mixture relations 
 
The above discussion reflects the specific relevance of mixture relations. 
The impact of a solute on the dielectric properties of the solvent is typical-
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ly inferred from comparison of experimental permittivity data with theo-
retical predictions for the mixture permittivity εm. In electromagnetic aq-
uametry, mixture relations are applied in an inverse mode for deriving the 
volume fraction vw of water from the overall (effective) permittivity εm of 
the material under consideration. Since, for reasons mentioned before, no 
rigorous universal mixture relation exist, discovery of an adequate relation 
for particular applications is a challenging problem that has been illumi-
nated by various reviews [458, 500-506]. Some demonstrative points will 
be briefly given in this section in order to direct attention to potential 
sources of error. 
     Both the Maxwell-Wagner (Eq. 119) and the Bruggeman (Eq.120) rela-
tion are not symmetric in the solute and solvent permittivities and should 
thus not be applied at large volume fractions of solutes. The symmetric 
formula (𝑣w = 1 − 𝑣u) 
 

𝜀m
1/3

=  𝑣w𝜀w
1/3

+ 𝑣u𝜀u
1/3

 ,                                       (121) 

 

i.e. 

𝑣u = (𝜀m
1 3⁄

− 𝜀w
1 3⁄

)/(𝜀u
1 3⁄

− 𝜀w
1 3⁄

) ,                             (122) 

 
has been proposed by Looyenga, Landau, and Lifshitz [511, 512]. As shown 
 

 
Figure 97. Maxwell-Wagner 
(blue line; Eq. 119), Brug-
geman (turquoise line; Eq. 
120), and Looyenga-Landau-
Lifshitz (brown line; Eq. 121) 
effective permittivity εm as 
function of volume fraction 
vu. Calculating the εm values, 
spherically shaped solute 
particles with permittivity εu 
(= 2) and volume fraction vu 
are assumed to be embedded 
in water with permittivity εw 
(= 78.36) and volume frac-
tion vw = (1 - vu). See the inset 
for a sketch of the mixtures. 
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by Figure 97, the mixture permittivities predicted by the Looyenga-
Landau-Lifshitz model (εm,LLL) deviates substantially from those calculated 
with the aid of the Maxwell-Wagner (εm,MW) and the Bruggeman (εm,B) rela-
tions. At vu = vw = 0.5, for example, εm,LLL = 20.7 only, whereas εm,MW = 30.0 
and εm,B = 33.6. These figures clearly express the different approximations 
made in the models, i.e. the different consideration of internal, predomi-
nantly depolarizing electric fields. 
     Different depolarizing internal fields lead also to the quite unequal mix-
ture relations for water-in-oil and oil-in-water emulsions. Figure 98 re-
veals the tremendous difference in the effective permittivity of the differ-
ently structured liquids. In that figure the permittivity data is displayed as 
a function of the volume fraction of the respective spherically shaped sol-
vent, i.e. of vu with the oil-in-water and vw with the water-in-oil emulsions. 
In order to accentuate the effect of internal depolarizing fields the simple 
linear relation 
 

εm =  vwεw + vuεu,    vw = 1 - vu,                                    (123) 

 
disregarding internal electric fields completely, is also shown. The figure 
clearly reveals ineffectiveness of electromagnetic moisture determination 
of water-in-oil emulsions at volume fractions vw larger than roughly 0.1: 
depolarizing fields largely mask the water droplets so that their  
   
 

Figure 98. Maxwell-Wagner 
mixture permittivity (Eq. 
119, blue line) for a solution 
of spherically shaped nonpo-
lar solute (light brown) with 
permittivity εu = 2 in water 
with permittivity εw = 78.36, 
plotted versus volume frac-
tion vu of solute. This line 
reproduces the MW relations 
of Figures 96 and 97. Also 
shown in brown is the Max-
well-Wagner relation for the 
corresponding emulsion of 
globular water droplets in 
nonpolar material. Dashed 
line depicts relation (123). 
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Figure 99. Simply shaped sample made 
of water (permittivity εw, volume fraction 
dw/(du + dw)) and other material with 
permittivity εu and volume fraction 
du/(du + dw). Different field directions are 
indicated by red and turquoise arrows. 
 

 
contribution to the mixture permittivity is small and likewise small is its 
variation dεm/dvw with water content. 
     Another aspect is an often anisotropic structure of samples. A geometri-
cally simple example is sketched in Figure 99. Again the sample is made of 
water with permittivity εw and a second material with permittivity εu. The 
mixture relation for the electric field directions marked by colour can be 
easily calculated assuming the sample to be placed in a parallel plate ca-
pacitor. For the field direction indicated by the turquoise arrow the total 
capacitance is given by the equation 
 

εm(du + dw)l/h = εwdwl/h + εudul/h,                            (124) 

 
which immediately yields the above mixture relation for samples without 
effects of depolarizing fields (Eq. 123). For the other field direction the 
total capacitance follows as  
 

 (du + dw)/(hlεm) = dw/[hlεw] + du/[hlεu],                      (125) 
 

so that  
 

1/εm = vw/εw + vu/εu                                         (126) 

and  thus 
 

     εm = εw εu/(vwεu + vuεw)                                     (127) 

 
results. This example demonstrates that, depending on the structure of the 
sample, internal fields may act a tremendous influence on the effective  
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Figure 100. Real 
part 𝜀′ and negative 
imaginary part 𝜀′′ of 
the complex permit-
tivity spectra for 
water and a 0.17 
mol/l solution of C14-
lecithin in water at 
30 °C [513, 514]. The 
insets show the 
structure of the solu-
tions, in which the 
amphiphilic phos-
pholipid molecules 
associate to form 
bilayers. This way 
the dipolar lipid 
head groups shield 
the nonpolar (hydro-
phobic) hydrocarbon 
groups from contact 
with water. The bi-
layers in turn self- 
assemble to nearly 
globular vesicles.  
   

 
permittivity. Considering again a sample with balanced volume fractions 
(vu = vw = 0.5), Eq. (126) yields εm = 3.9 if  εw = 78.36 and εu = 2.0 is as-
sumed. In contrast, at missing depolarizing field (Eq. 123), the mixture 
permittivity amounts to the more than ten times larger value 40.2. 
     The strong correlation between the material structure, its internal elec-
tric field, and thus the permittivity of the material is also demonstrated by 
the dielectric properties of biological cell suspensions and by vesicle solu-
tions, which are considered simple models to simulate biomembrane 
structure and functions. Biological membranes contain significant amounts 
of phospholipid molecules which are made of a hydrophilic (polar) head 
group and a hydrophobic (nonpolar) part. The latter consists typically of 
two alkyl groups, as shown in the lower inset of Figure 100. When dis-
solved in water, in order to prevent the hydrophobic groups from contact 
with the dipolar solvent, the phospholipid molecules spontaneously self-
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aggregate to form bilayers which simultaneously build more or less globu-
larly shaped vesicles (upper inset in Figure 100). Since the permittivity of 
the bilayers is small when compared to the permittivity of water, the water 
in the vesicle core is subject to considerable depolarizing electric fields. 
Hence the bilayer largely prevents the core water to interact with external 
electric fields and to contribute to the permittivity of the solution. This 
dielectric invisibility is evidenced by the comparatively small water con-
tribution εsw to the static permittivity of a 0.17 mol/l aqueous solution of 
C14-lecithin (1,2-dimyristoylglycero-L-3-phosphatidylcholine, Fig. 100). It 
follows also from the permittivity εv of a homogeneous dielectric sphere 
corresponding with a dielectrically heterogeneous vesicle. If the vesicle is 
assumed perfectly spherically shaped with core radius rc, core permittivity 
εw, bilayer thickness d, and bilayer permittivity εb, theory yields [500]  
 

εv = 
2𝜀b+𝜀w − 2(𝜀b−𝜀w)𝑣c

2𝜀b+𝜀w+(𝜀b−𝜀w)𝑣c
 ,                                           (128) 

 
where vc = (rc/rv)3 and rv = rc +d. Using rc = 36 nm, rv = 40 nm, εw = 76.6 at 
30 °C, and εb = 6 this relation yields εv = 31, which compares to 57.5 from 
analogous application of Eq. (123), i.e. from neglection of internal fields. It 
is only mentioned here that the low-frequency relaxation at around 100 
MHz (Fig. 100) is due to the reorientational motions of the dipolar phos-
pholipid head groups on the surface of the bilayers. 
     The above discussion of rather simply composed and clearly structured 
materials discloses difficulties in finding the adequate mixture formula for 
the description of any composite dielectric. The set of problems increases 
with most applications to moisture determiniation in which often multi-
component systems with complicated structure are the focus of interest. 
Physically based models usually need to be matched empirically to the 
properties of the materials under consideration [515]. On many events 
empirical per se calibration rules need to be applied to a class of specific 
materials [516-520], aiming, of course, at a unified description of an as 
broad as possible variety of species within such class [521, 522]. In this 
context, particular interest is directed toward density-independent rela-
tions [522-526].  
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4.2.3   Dielectric relaxation time, hydrophobic hydration 
 
4.2.3.1   Relative molal shift of principal relaxation time 
 
Let us first consider dielectric spectra of aqueous solutions which can be 
well represented by the assumption of a continuous relaxation time distri-
bution (Fig. 91) or for which the water contribution (Fig. 100) can be de-
scribed supposing such distribution. It is found that, at small solute con-
tent, the relevant principal dielectric relaxation time increases linearly 
with molal concentration m of the solute. For two non-dipolar solutes 
some data is displayed in Figure 101 as example. In this context, it is im-
portant to recollect the molal concentration as a measure of the amount of 
substance (in moles) per given mass of solvent, in contrast to the more 
common molar concentration which refers to the volume of the entire so-
lution. 
 

 
 
 
 
 
 
 
 
Figure 101. Relaxation time ratio τs/τw 
versus molal concentration m of solute 
for some aqueous solutions of triethy-
lenediamine (⧫, [497]) and pyrazine (∎, 
[499]) at 25 °C. 

 
 
     As clearly evidenced by Figure 101, the effect of different solutes on the 
water behavior presents itself by the initial slope in the relaxation time – 
versus – molality relations. Hence, in order to omit the rather obvious in-
fluence of solute concentration, the relative molal shift in the dielectric 
relaxation time at infinite dilution 
 

Bd = 
1

𝜏𝑤
lim𝑚→0 (

𝑑𝜏s

𝑑𝑚
)                                          (129) 

is considered instead of τs itself when discussing solution properties. Some 
illustrative Bd values for aqueous solutions of nonpolar and dipolar (pyri-
dine, urea and their derivatives) are presented in Table 1. The Bd values 



C. Hübner and U. Kaatze  120 

Table 1: Relative molal shift Bd at 25 °C of the principal dielectric relaxa-
tion time of water for aqueous solutions of some nonpolar [487, 495, 499, 
527] and dipolar molecules [499, 528, 529]. 

 
 
are positive throughout, indicating that the relaxation time generally in-
creases when organic molecules are dissolved in water. The data also re-
veals an overall trend to increase when hydrophobic (methyl) groups are 
added to a molecule, for example Bd increases from 0.13 (mol/kg)-1 for 
pyrazine to 0.19 (mol/kg)-1 for the methyl derivative, to 0.26 (mol/kg)-1 for 
the 2,6-dimetyl derivative, and to 0.32 (mol/kg)-1 for 2,3,5-trimethyl-
pyrazine. This trend is a well-known feature of hydrophobic hydration. 
Within the framework of the wait-and-switch model of dielectric relaxa-
tion (sect. 4.1.3) it expresses the reduced density of hydrogen bonding 
sites in the neighborhood of hydrophobic groups or particles. The lower 
the density of such sites, the smaller the probability for the occurance of a 
suitable new hydrogen bond partner and the larger the waiting period for 
conditions promoting switching of the dipole direction of a water molecule 
near the solute. Also the large difference between the Bd values of urea 
(0.03 (mol/kg)-1) and triethylenediamine (1,4-diazabicyclo[2,2,2]octane, 
0.36 (mol/kg)-1) supports the idea of the wait-and-switch model. In terms 
of the balanced number of hydrogen bond accepting and donating sites 
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and of the concentration c* of hydrogen bonding sites urea (O=C(NH2)2) is 
very near to water. Its four donating sites at the hydrogens and four lone 
pair electrons (two at the oxygen and one at each nitrogen) lead to c* = 
174 mol/l, which compares to the slightly larger extreme value c* = 221 
mol/l for water (sect. 2.1.2). Because of this large c* the waiting period for 
the availiability of a suitable new hydrogen bond partner is almost identi-
cal for water dipoles near urea and in pure water. Therefore the dielectric 
relaxation time of water increases only marginally when urea is added and 
thus Bd is small. The counterpart, triethylenediamine (N(CH2CH2)3N), pos-
sesses only two hydrogen accepting sites, namely one at each nitrogen, but 
six hydrophobic -CH2-groups. It is thus characterized by the abnormally 
small c* = 17 mol/l, causing a long waiting period in the relaxation time of 
its neighboring water.  
     Additional details in the relaxation behavior of water in solutions will be 
discussed below when the dielectric spectra are considered in the light of 
the hydration model. In section 4.3.2.2 below, attention will be also given 
to effects from the steric distribution of alkyl groups, for instance to the 
finding of Bd as large as 0.30 (mol/kg)-1 with tetramethylurea but only 0.21 
(mol/kg)-1 with isomeric n-butylurea (Table 1). 
 
 
4.2.3.2   Hydration water relaxation time and concentration 
 
The above discussion of Bd values combines the influence of solute mole-
cules on the properties of water in one parameter. Hence it does not ena-
ble the separate evaluation of changes in the relaxation time provoked by 
the solute and of changes in the spatial extent of the modifications in the 
dielectric properties of water. More detailed information like this can be 
obtained from the hydration model introduced in sect. 4.2.1.2 as it pro-
vides both the hydration water relaxation time τh and the number Zh of  
 
 

Figure 102. Hydration water-
to-pure water relaxation time 
ratio τh/τw versus solute-to-
solvent concentration ratio 
c/cw for aqueous solutions of 
triethylenediamine (•, TED, 
[497]), polyvinylpyrrolidone 
(▲, PVP, [530]), as well as 
poly(ethylene glycol) (∎, PEG, 
[531]). 
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Figure 103. Sketch of 
aqueous solutions at 
low (left) and high 
(right) solute concen-
tration. Solute particles 
are shown by light 
brown, affected and 
unaffected water, resp., 
is distinguished by 
dark and light colour. 

 
 
hydration water molecules per molecule of solute. Relaxation times shown 
in Figure 102 for solutions of a low-weight molecule and two polymers 
confirm congruity of the hydration model. At comparatively low solute 
concentration (rc = c/cw < 𝑟𝑐

∗) the relaxation times and also the corre-
sponding numbers Zh of hydration water molecules are independent of rc 
and thus of c, as required for a meaningful hydration model. Only if the 
concentration cZh of hydration water exceeds the total water concentra-
tion cw, i.e. if there is no unaffected water left (Fig. 103), the relaxation 
time increases distinctly and, for the systems under consideration, reaches 
values up to five times the pure water relaxation time. This particular con-
centration is marked by 𝑟𝑐

∗ (≈ 1/Zh) in Figure 102. 
     The strong increase in the dielectric relaxation time of water in solu-
tions with low water content (rc > 𝑟𝑐

∗, Fig. 102) attracts attention. It con-
firms the idea that the reorientational motions of water are not only gov-
erned by the strength of hydrogen bonds but also by the probability of 
forming new bonds. If the concentration of new hydrogen bonding sites is 
small, the waiting period for a new hydrogen bonding site is large, impli-
cating a long relaxation time. This finding is an important aspect in the 
discussion of the properties of so-called “bound water”.  
    Also the hydration water relaxation times at rc < 𝑟𝑐

∗ feature a noticeable 
facet as they cover a rather restricted range of values only (Fig. 102). This 
small range is further illustrated by a collection of data in Table 2, where 
results for some oxygen as well as nitrogen containing solutes are present-
ed, including low-weight molecules, oligomers and polymers. Surprisingly, 
all τh/τw data falls in the small range between 1.5 and 2.3. There are still 
some indications of an increase in the hydration water relaxation time 
when alkyl groups are added to a solute molecule: τh/τw = 1.5 for pyrazine, 
but 1.9 for 2,6-dimethylpyrazine. Yet different solutes seem to act a more 
specific influence on the number Zh of hydration water molecules than on 
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Table 2. Hydration water-to-pure water relaxation time ratio τh/τw for 
some organic solutes. Oxygen and nitrogen containing substances are dis-
criminated by yellow and blue colour. Darker colour indicates polymers. 
Solutes with carbonyl group are marked by turquoise [497, 499, 529-532]. 

 
the relaxation time τh itself. This tendency is, for instance, exposed by the 
data for the counterparts urea (Bd = 0.03 (mol/kg)-1; τh = 2.1τw) and trieth-
ylene diamine (1,4-diazabicyclo[2,2,2]octane; Bd = 0.36 (mol/kg)-1; τh = 
2.2τw). Though the Bd values differ significantly, the hydration water relax-
ation times almost agree. Hence the large difference in the relative molal 
shift of the principal relaxation time reflects substantially different num-
bers of hydration water molecules. With triethylenediamine (Zh = 23) the 
hydration region exceeds the nearest neighbor water layer around the 
solute by a considerable amount. In contrast, urea (Zh = 3) affects just 
about one third of its neighboring water molecules in their reorientational 
motions. It is suggested that the overall shape and the steric configuration 
of the nitrogens of triethylene diamine are particularly suited to promote 
hydrophobic hydration around it, whereas quite hydrophilic urea offers 
only small areas in which changes in  the dielectric relaxation of adjacent 
water are induced.  
 
 
4.3    Electrolyte aqueous solutions 

 
4.3.1   Extrapolated static permittivity 
 
Apart from the conductivity contribution to the negative imaginary part of 
the complex permittivity (Fig. 21) the dielectric spectra of solutions of 1:1  
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Figure 104. Real 
part of the complex 
permittivity spec-
tra for water (blue 
points) as well as 
0.5 mol/l aqueous 
solutions of NaCl 
(•, [533]) and HCl 
(○, [534]) at 25 °C. 
 

 
valent and many 2:1 and 3:1 valent electrolytes resemble those of solu-
tions of non-polar solutes. Aqueous solutions of some 2:1 and 3:1 valent 
salts, however, and particular such of 2:2 and 3:2 valent salts exhibit con-
tributions from dipolar ion complexes due to incomplete dissociation of 
the solutes [535-538]. These contributions will be introduced below in 
chapter 4.3.3. In general, ion cloud relaxation may also contribute an ex-
tremely small-amplitude relaxation to the dielectric spectra of electrolyte 
solutions [536, 537, 539-541]. It originates from the oppositely charged 
ionic atmosphere surrounding an ion in diluted solution. In our context, 
however, the effects from ion cloud contributions may be neglected be-
cause of their diminutiveness. Hence the focus here is the influence of ions 
on the dielectric properties of water. Compared to the solutions of un-
charged solutes, two features of the water contribution to the spectra (or 
of the spectra at all, if 1:1 valent electrolytes are considered, Fig. 104) are 
remarkable. First, the (extrapolated) static permittivity is significantly 
reduced even if the water concentration changes only marginally when the 
ionic solutes are added to the pure solvent. Second, the relaxation frequen-
cy (2πτs)-1 may also become larger. Hence in electrolyte solutions the die-
lectric relaxation time may be shorter than with pure water. 
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4.3.1.1   Experimental evidence 
 
The substantial reduction in the (extrapolated) static permittivity of elec-
trolyte solutions is demonstrated by Figure 105, where ε(0) data for 1 mo-
lar aqueous solutions of 1:1 valent electrolytes is presented. In corre-
spondence with solutions of nonpolar molecules (Fig. 96) the permittivi-
ties for solutions of bromides of large organic cations tend to exceed the 
predictions from the Bruggeman mixture relation. This result confirms the 
idea of a hydrophobic hydration effect mentioned before. With decreasing 
cation radius r+, however, the ε(0) data falls more and more below the 
Bruggeman mixture permittivity. The effect is particularly strong for hy-
drochloric acid with its exceedingly large ionic conductivity. The data in 
Figure 105 also reveal a comparably small influence of the anion on the 
static permittivity of the electrolyte solutions. 
     On a first glance, the strong dielectric decrement in the static permittivi-
ty of solutions of low-weight electrolytes may be globally assigned to the 
existance of bound water. Yet in the following sections a somewhat more 
sophisticated picture of the solutions will be drawn. 
 

 
Figure 105. Static per-
mittivity ε(0) versus 
volume fraction of so-
lute for 1 mol/l aqueous 
solutions of hydrochlo-
ric acid [534], as well as 
chlorides (○) and bro-
mides (•) of  alkali ions 
[542, 543] and of some 
1-valent large organic 
cations [544]. X4N+ de-
note tetraalkyl ammo-
nium ions, notation 
Y:YN+ is used to symbol-
ize azoniaspiroalkane 
ions. The turquoise line 
shows the Bruggemann 

mixture relation (Eq. (120), Figs. 96, 97). Full and dashed black lines are 
given to indicate the trend in the data. All data refer to 25 °C. 
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4.3.1.2   Kinetic depolarization 
 
Onsager, when contemplating peculiar static permittivity data for sulfuric 
acid [545], suggested a coupling between hydrodynamic effects and the 
dielectric properties of electrically conducting liquids. As sketched in  Fig-
ure 106, an ion moving in an external electrical field sets up a non-uniform 
hydrodynamic flow [546, 547]. Thereby the solvent dipolar molecules are 
rotated opposed to the direction promoted by the electrical interaction 
with the external field [548]. Within the framework of the continuum the-
ory by Hubbard and Onsager (‘HO’ [549]), the resulting kinetic polariza-
tion deficiency of aqueous systems can be expressed by the decrement 
 

δεHO = 
2

3

𝜀w(0)−𝜀w(∞)

𝜀0𝜀w(0)
𝜎𝜏w                                   (130) 

in the static permittivity. In deriving Eq. (130) perfect slip boundary condi-
tions on solvent flow at the ion surface have been assumed. 
     Hence the Onsager-Hubbard continuum model predicts the kinetic die-
lectric decrement proportional to the specific ionic conductivity σ of the 
solutions and to the dielectric relaxation time τw of a solvent. The larger σ 
the more dipolar solvent molecules are rotated by the hydrodynamic flow 
in the direction opposed to that promoted by the electrical interaction 
with the external field. The larger the solvent relaxation time, the longer 
the dipole moments remain in the opposed direction. 
     Both plausible dependencies of δεHO are globally reflected by experi-
mental findings. The dominating role of the specific electric conductivity  

 
 
 
 
 
 
 
 
 
 
Figure 106. Illustration of the coupling 
between hydrodynamic and dielectric 
properties of electrolytre solutions. 
Movement of an ion in an electrical field 𝐸⃗⃗ 
produces a solvent flow (small black ar-
rows) that tends to rotate dipolar solvent 
molecules.  
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Figure 107. Solution-to-
solvent static permittivi-
ty ratio ε(0)/εv(0) as 
function of volume frac-
tion v of solute for aque-
ous solutions of lithium 
chloride in water (•, τw = 
8.27 ps) and methanol 
(○, τs = 50.9 ps) at 25 °C 
[550, 551]. The tur-
quoise line is the graph 
of the Bruggeman rela-

tion (Eq. 120). Full lines are given to guide the eyes. 
 
 
follows, for instance, from the small effect of kinetic depolarization in the 
static permittivity of solutions with comparably small σ, such as those con-
taining large organic cations (Fig. 105). Likewise the large kinetic decre-
ment for acids may be taken to confirm the δεHO(σ) relation. In this context, 
it has to be recalled, however, that proton motion occurs hardly by Stokes 
transport but rather by shift of protons along hydrogen bond networks 
(sect. 2.1.3). Insofar the fact that the static permittivity decrement of acids  
 

 
Figure 108. Static per-
mittivity decrement δε = 
ε(0) – εm versus specific 
electric conductivity σ for 
aqueous solutions of lith-
ium chloride (light brown 
points) and lithium ni-
trate (black points) at 25 
°C [551]. The dash-dot 
curve is the graph of the 
continuum model rela-
tion (Eq. 130), the dashed 
curve shows predictions 
by the molecular model 
[552], the dotted curve 
those from the micro-
scopic model [553].   
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nicely fits to concepts for other electrolytes is not completely conceived 
and needs further attention.      
     The impact of the relaxation time is demonstrated by the relative static 
permittivities ε(0)/εv(0) for solutions of LiCl in water and methanol (Fig-
ure 107). In conformity with the significantly larger principal relaxation 
time of methanol (τ ≈ 6τw, 25 °C) the ε(0)/εv(0) values of the methanolic 
solutions decrease noticeably stronger with volume fraction v of electro-
lyte than those of the aqueous solution. 
     Molecular models reveal the kinetic polarization deficiency to depend 
on the ion radius [552-555]. They also yield different predictions for the 
extent of dielectric decrements (Fig. 108). With most electrolyte solutions 
under consideration, however, the experimental decrement exceeds the 
predictions from either model. This aspect is discussed in further detail in 
the next section.  
      
 
4.3.1.3   Dielectric saturation 
 
In Figure 109 experimental static permittivity values for some aqueous 
solutions of lithium chloride are shown to disclose again the difference 
between the ε(0) data and the predictions from the mixture relation (Eq. 
120). As already mentioned before, even if the effect of kinetic depolariza-
tion is taken into account there is still a considerable gap left. For reasons 
of simplicity, only the Hubbard-Onsager continuum model of the kinetic 
dielectric decrement is considered in the following. Hence according to  

 
 
Figure 109. Extrapolated 
static permittivity ε(0) of 
aqueous solutions of LiCl as 
function of salt concentra-
tion c [535]. Light brown 
area shows the effect of ki-
netic depolarization accord-
ing to Eq. (130). The grey 
area indicates the remaining 
dielectric decrement with 
respect to the Bruggeman 
mixture relation (Eq. 120, 
turquoise line). The inset 
illustrates the process of 
kinetic depolarization. 
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results shown in Figure 108 the effect of kinetic depolarization may be 
somewhat underestimated. 
     It appears nevertheless useful to assume the remaining gap between the 
experimental static permittivity data and the prediction by the mixture 
relation (Eq. 120), i.e. the grey area in Figure 109, to result from dielectric 
saturation, also named structure saturation. The idea behind this term is 
sketched in Figure 110: water molecules in the strong Coulombic fields of 
small ions may be restricted in their motions and the direction of their 
electrical dipole moment may be primarily governed by the dipole interac-
tions with the ionic field. In such situations the (dielectrically saturated)  
 
 
 
 
 
                                          Figure 110. Illustration  

                                       of dielectric saturation of  
                                         water in strong Coulombic  

                           fields of small ions. 
 
 

 
 
 
 
 
 
Figure 111. Numbers Z+ 
of apparently saturated 
water molecules per cat-
ion. Light brown points 
and turquoise fields indi-
cate the areas of bare 
ions and of the dielectri-
ally saturated solvent 
regions, respectively, on 
an arbitrary scale. The 
cations are ordered ac-
cording to their electrical 
charge, the structure of 
their outer electron shell, 
and their radius.  
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water molecules will hardly respond to an external field and will thus lead 
to a reduction in the static permittivity of the relevant electrolyte solution. 
Numbers Z+ of apparently dielectrically saturated water molecules per 
cation are presented in Figure 111. Since we have just one parameter to 
estimate these numbers, we can only derive apparent values, which are 
based on the assumption of completely saturated (i.e. completely irrota-
tionally bound) water molecules per ion. Unfortunately, because of missing 
more sophisticated information, the consideration of any distribution in 
the degree of saturation is impossible. Nevertheless, the apparent numbers 
of saturated water molecules feature some interesting aspects: 
- The hydronium ion does not provoke saturation. The considerable dielec-
tric decrement (Fig. 105) can be solely explained by kinetic depolarization 
if the Hubbard-Onsager continuum model (Eq. 130) is adopted. As men-
tioned before, however, relevance of Stokes-like motions of the hydronium 
ion may be questioned because of the special proton transport mechanism. 
- The small monovalent lithium ion reveals about four completely saturat-
ed water molecules, corresponding roughly with the number of nearest 
neighbors. 
- With the sodium ion the effect of dielectric satutration is already smaller 
and either does not comprise all nearest neighbors or the dipole orienta-
tions of nearest neighbors are not completely fixed in the ionic field. 
- With the larger alkali ions and with monovalent silver ion dielectric satu-
ration is missing completely. 
- The Z+ values (5.5 ≤ Z+ ≤ 7.0) of the two-valent alkaline earth metal ions 
slightly exceed the numbers of nearest neighbors. Also striking is the small 
variation of the number of saturated water molecules with cation radius. 
- Three-valent aluminium, transition metal yttrium, and rare-earth metal 
lanthanum ions reveal also a comparatively small range of  Z+ values (11.5 
≤ Z+ ≤ 13.4). With these cations dielectric saturation extends even beyond 
the layer of next nearest water molecules. 
- Most conspicuous, ions with d10 outer electron shell exhibit distinctly 
smaller Z+ values than equally (or similarly) sized ions with d0 shells. This 
is a remarkable result as for the isolated ions both electron configurations 
are spherically symmetric. Hence it suggests that, in aqueous solutions, the 
hybridization of electronic orbitals of the d10 ions is partly abolished and 
thus symmetry is broken.  
     This suggestion is supported in a very obvious manner by evidence 
from the dielectric spectra of relevant electrolyte solutions. In contrast to 
cations with d0 outer electron shells, such with d10 electronic structure 
tend to form ion complexes with monovalent anions in water, as will be 
dicussed in section 4.3.3. Ion complex formation reduces the electrical field  
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Figure 112. Cationic and ani-
onic orientation correlation 
factors 𝑔h

+ and 𝑔h
−, respectively 

for the nearest neighbor water 
of monovalent ions, displayed 
versus ionic radii r+ and r-. X4N+ 
and Y:YN+ denote the tetraalkyl 
ammonium and azoniaspiro 
alkane ions (see also Fig. 105), 
B(Ph)4

−  is the short term of the 
tetraphenalborate ion. Dotted 
blue line indicates vanishing 
correlation (𝑔h

± = 1). The inset 
sketches incomplete dielectric 
saturation (𝑔h

+ > 0). 
 

 
strength and thus the ion-water interactions around the ions. For monova-
lent ions the effect of short-range ion-solvent interaction is shown in an 
alternative manner in Figure 112 . Orientation correlation factors 𝑔h

± are 
presented which have been calculated according to the relation 
 

𝑔h
± = 1 - Z±/𝑍nn

± ,                                                    (131) 

 
with 𝑍nn

±  denoting the number of nearest neighbor water molecules per 
ion. Hence applying this equation, it is assumed that only the nearest 
neighbors are subject to short-range ion-water interaction. As already 
shown before, the nearest water molecules of the lithium ion are almost 
completely saturated. Among the other monovalent ions, only Na+ and F- 
reveal a weak effect of dielectric saturation. For ions with radii roughly 
larger than that of a water molecule (when presumed spherically shaped), 
the correlation factors are slightly larger than one, indicating the trend 
that is characteristic of the hydration water of hydrophobic solutes (Fig. 
96, sect. 4.2.2.1). 
     According to our expectations the numbers of saturated water mole-
cules decrease with increasing salt concentration c, as shown for lithium 
chloride solutions in Figure 113. With increasing c hydration regions and 
also the electric fields of different ions overlap. At small salt concentration 
neutron diffraction measurements disclosed indeed the dipole moments of 
water molecules adjacent to cations radially orientated [556]. At larger salt 
concentrations, however, a with c increasing tilt angle between the direc-
tion of the ionic field and that of  the dipole directions emerged. More and  
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Figure 113. Number Z+ of apparent-
ly saturated water molecules per 
lithium ion in aqueous solutions of 
LiCl at 25 °C, displayed as function of 
salt concentration c. 

 
 
more water molecules are thereby enabled to contribute to the static per-
mittivity. According to the results shown, the number of saturated water 
molecules per ion likely increases toward smaller salt concentration. At 
even smaller salt content (c < 0.2 mol/l), however, the accuracy in the ex-
trapolated ε(0) is insufficient to extract small amounts of saturated water 
with adequate accuracy.  
     The data displayed in Figure 113 has been evaluated using the Onsager-
Hubbard continuum relation (Eq. 130) which had been derived for diluted 
solutions. Depending on detais in the modelling of dielectric spectra, the 
numbers of dielectric saturated water molecules per ion may deviate from 
those presented in this section. Somewhat larger values have in fact been 
reported for some series of ions [557, 558]. The absolute Z± numbers 
should thus not be overvalued. Their trend, however, may be taken to ex-
emplify the ion-water interactions realistically and to illustrate the molec-
ular mechanisms behind the reduction of the extrapolated static permit-
tiviy of electrolyte solutions.  
 
 
4.3.2   Dielectric relaxation time  
 
Ion-water interactions do not just affect the orientational polarizability of 
the solvent, but, as expected intuitively, also its relaxation time. Other than 
molecules in aqueous solution, elctrolytes may also induce a reduction of 
the relaxation time of water. Both effects are depicted in Figure 114. As 
already described in section 4.2, highly hydrophobic triethylenediamine  
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Figure 114. Negative 
imaginary part 𝜀′′ of the 
dielectric spectra of 
water (blue points), as 
well as aqueous solu-
tions of triethylene dia-
mine (0.67 mol/l, black 
points) and AgNO3 (0.82 
mol/l, red points) at 25 
°C. Insets show the 
structure of the solutes. 

 
shifts the dielectric spectrum towards smaller frequencies, correspondent 
with an increase in τs. Silver nitrate, however, causes the relaxation fre-
quency of the solvent to rise with respect to pure water. Hence it provokes 
a reduction in the dielectric relaxation time. It is true that minor amounts 
of ion pairs are seemingly formed in the AgNO3 solution. In either case, 
however, their concentration too small [559] to noticeably affect the prin-
cipal dielectric relaxation time.  
 
 
4.3.2.1   Positive, negative, hydrophobic hydration 
 
For some monovalent ions hydration water relaxation times (Fig. 115) 
substantiate the existence of both τh values larger and smaller than τw. At r 
< 1.5rw the hydration water relaxation times decrease monotonuously with 
ion radius, from τh ≈ 2.5τw for the lithium ion to τh ≈ 0.5τw with iodide. As 
explained in chapter 4.3.1 before, the water around small Li+ and Na+ is 
subject to preferential orientation of dipole moments in the direction of 
the ionic fields. Molecular reorientation is thus largely restricted to the 
proton-around-proton motions around the direction of the electric dipole 
moment. Therefore relaxation time data from nuclear magnetic relaxation 
measurements is shown in Figure 115. Because the small ions attract the 
water molecules strongly, such motions are decelerated with respect to 
pure water and thus reveal increased relaxation times. This special effect 
is often considered the normal property of ion hydration. In order to dis-
tinguish it from quite different hydration behavior, it is more completely 
named ‘positive’ hydration.  
     As obvious from Figure 115, medium-sized ions (1 < r/rw < 2) induce a 
quite different effect. The water molecules in their hydration layer are able 
to reorientate faster than in pure water. For a long time such ‘negative’  
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Figure 115. Relaxa-
tion time ratio τh/τw 
versus ratio of ion 
radius r to radius rw  of 
the water molecule (if 
assumed spherically 
shaped). The τh values 
(●) have been evaluat-
ed assuming only co-
ordination water mol-
ecules to be affected, 
including evidence 
from NMR measure-
ments [542]. Relaxa-
tion times for dielec-
trically saturated wa-
ter around Li+ and Na+ 
ions (■) are complete-
ly taken from NMR 
data [560, 561]. 
 
 
hydration has been considered to reflect the structure breaking actions of 
ions which are too large to attract water molecules strongly but which can 
still affect the water hydrogen network by their Coulombic field. Within 
the framework of the wait-and-switch model of dielectric relaxation nega-
tive hydration is simply a consequence of a high density of hydrogen bond-
ing sites in a more general meaning. In Figure 116 the situation is illustrat-
ed by a water molecule near iodide, which may be taken as a prime exam-
ple of negatively hydrated ion. With its extended soft electron shell iodide 
offers a large angle range in which a positively charged hydrogen site of a 
water molecule can interact with the anion, corresponding with a high 
concentration of hydrogen bonding sites. Due to this increased probability 
for hydrogen bond-like interactions the waiting period in the dielectric  

  
 
 
 
 
Figure 116. Sketch of a water molecule 
neighboring a comparatively large nega-
tively charged iodide ion. 
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Table 3. Cationic and anionic radii r+ and r- [562] as well as relative molal 
shifts 𝐵d

+ and 𝐵d
− [542, 543], respectively, of dielectric relaxation times at 

25 °C for some mono-, bi-, and trivalent ions.   
 
 
 

 

 

 

 

 

 

 

 

 

 
 
 

relaxation time decreases as outlined before. The impact of a soft electron 
structure on the hydration characteristics of ions is also demonstrated by 
the nitrate ion with its delocalized electrons and its negative charges at the 
three oxygen atoms (Fig. 114). 
     The hydration water relaxation times of Figure 115 will be further dis-
cussed later. It is interesting to first briefly examine the relative molal 
shifts in the principal dielectric relaxation time (Table 3) induced by some 
ions. Curiously, most ions reveal negative 𝐵d

+ or 𝐵d
− values. This is also true 

for Li+ and Na+ for which increased hydration water relaxation times result 
from nuclear magnetic relaxation measurements (Fig. 115). This apparent 
discrepancy follows from the finite residence times 𝜏h

∗  and 𝜏w
∗  of water 

molecules within the hydration regions and the bulk phase, respectively. 
Due to thermal motions and collisions, water molecules permanently ex-
change between the areas of different dielectric properties and contribute 
to the dielectric spectrum, corresponding with an effect in the time de-
pendence of the polarization. At strong dielectric saturation (gh = 0, Fig. 
112), for example, the dielectric decay function (Eq. 14) becomes  
 

Ψ(t > t*) = Ψ(t*){(𝜏w
−1 – p2)exp(-p1Δt) - (𝜏w

−1 – p1)exp(-p2Δt ),       (132) 
 

where 
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Δt = t – t*                                                              (133) 
 
and  
 

p1,2 = 0.5(𝜏w
−1 + 𝜏w

∗−1 + 𝜏h
∗−1 ± q1/2)                                   (134) 

 
as well as  
 

q = (𝜏w
−1 + 𝜏w

∗−1 + 𝜏h
∗−1)2 +4(𝜏w

∗−1𝜏h
∗−1)-1                           (135) 

 
[563]. Using these relations to calculate the residence time of water mole-
cules in the hydration shell of Li+, 𝜏h

∗  ≈ 40 ps follows, in close agreement 
with nuclear magnetic relaxation measurement [564]. With bi- and triva-
lent cations the situation is even more complicated. The residence time of 
water in the inner hydration shell is too long (e.g. 𝜏h

∗  ⩾ 1 μs, Al3+ [565]) to 
act a noticeable influence on the microwave dielectric spectrum. But reori-
entational motions as well as exchange processes in partly saturated hy-
dration shells outside the first shell of strongly saturated water may con-
tribute to the negative shift in the principal relaxation time. A region of 
increased mobility (τh < τw) may probably also arise from an increased 
density of hydrogen bonding sites at the surface of strongly saturated 
shells. Even though the full details of the hydration properties of multiva-
lent ions are missing, in view of applications it is important to notice that 
in solutions of small and multiply charged ions a negative shift of the prin-
cipal dielectric relaxation time may exist. 
     At larger ion radii (r > 2rw) the relaxation time ratio increases with r, as 
demonstrated for the series of tetraalkyl ammonium ions in Figure 115. 
The electrical field at the surface of the large organic ions is too weak to 
noticeably affect the water reorientational motions. In correspondence to 
hydrophobic molecules, these ions offer an inert surface to neighboring 
water molecules, thereby effectively reducing the local concentration of 
hydrogen bonding sites and thus the waiting period in the relaxation time. 
The effect of hydrophobic hydration is nicely demonstrated by principal 
relaxation times for solutions of a cationic surfactant shown in Figure 117. 
At solute concentrations below the critical micelle concentration cmc the 
organic cations are molecularly dispersed and thus completely hydrated. 
Owing to the long hydrocarbon chain, the principal relaxation times of the 
solutions increase considerably with molal concentration m, yielding Bd = 
0.41 (mol/kg)-1. In the concentration range around the cmc the cations 
start to self-aggregate in order to form micelles and to prevent considera-
ble parts of the alkyl chains from contact with water. Since, in the micelles, 
only alkyl groups close to the hydrophilic head groups encounter water,  
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Figure 117. Principal 
dielectric relaxation time 
τs versus molal concen-
tration m of solute for 
aqueous solutions of n-
octyl ammonium chlo-
ride at 25°C [566, 567]. 
The insets draft molecu-
larly dispersed solute as 
well as part of an almost 
globular micelle. 
 

 
the distinctly smaller relative slope 𝐵̂d = 0.05 (mol/kg)-1 results. Here the 
slope is defined as 
 

𝐵̂d = 
1

𝜏w
(

d𝜏s

d𝑚
)

𝑐>𝑐𝑚𝑐
 .                                       (136) 

 

This is another exemplification of the effect of hydrophobic groups on the 
reorientational mobility and thus dielectric relaxation time of water. 
  
 
4.3.2.2   H-bonding sites, structure, and flexibility of solute 
 
So far the hydration behavior of solutes has been considered in the light of 
the wait-and-switch model of hydrogen network fluctuations. This model 
offers indeed a convenient path to consistently subsume a varity of fea-
tures of water’s dielectric relaxation. There are, however, also indications 
that factors other than the local concentration of hydrogen bonding sites 
may act an influence on the dielectric relaxation of water and dipolar sol-
vents in general. Some evidence will be presented in this section.  
     A prominent example is the hydration water relaxation times of three 
series of organic cations shown in Figure 118. Within each series, τh in-
creases with molar volume ϕ+ of cations, in conformity with the increasing 
hydrophobic character of the solute and, in turn, the decreasing local con-
centration c* of hydrogen bonding sites. At comparable sizes, however, the 
hydration water relaxation times of differently shaped cations differ  
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Figure 118. Hydration 
water–to-pure water re-
laxation time ratio τh/τw at 
25 °C versus cation-to-
water molar volume ratio 
ϕ+/ϕw for three series of 
organic cations deriving 
from NH4

+: blue points, n-
alkylammonium ions 
[566]; black points, 
tetraalkyl ammonium ions; 
turquoise points, azo-
niaspiroalkane ions [544].  
 

  
substantially. The n-alkyl ammonium ions display the largest relaxation 
times. Evidently they promote a comparatively stable hydration water 
structure. Distributing the hydrocarbon groups around the positively 
charged nitrogen to form tetraalkyl ammonium ions results in a reduction 
of the τh values. These values decrease again when, as with the azoniaspi-
roalkanes, closed loops are formed from the hydrophobic chains. Hence 
properties not considered so far, such as the existence of terminal methyl 
groups and the flexibility of the solute, seem to be major parameters con-
ditioning the hydration water. 
      
 
 
Figure 119. Relative molal 
shift Bd of the principal 
dielectric relaxation time 
of the water contribution 
to the spectra of aqueous 
solutions of urea deriva-
tives, at 25 °C displayed as 
function of number nC of 
methyl groups per mole-
cule [529]: ●, n-alkyl deriv-
atives; ○, dimethyl-, trime-
thyl-, and tetramethylurea.  
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Figure 120. Fluctuation 
correlation volume ξ3 at 
25 °C, as following from 
broadband ultrasonic 
spectra for aqueous solu-
tions of tetramethylurea 
(○) and n-butylurea (●, 
[568]). The sketch deline-
ates the subdivision of the 
solution in a phase with 
solute content larger than 
the mean concentration c 
and, consequently, anoth-
er one with solute content 
smaller than c. 

 
 
     Another representative of the effect of structural isomerization of so-
lutes on the dielectric relaxation of hydration water is the Bd values for the 
water contribution to the dielectric spectra of urea derivatives (Fig. 119). 
With those solutes a different behavior emerges: at identical nC the series 
of n-alkyl derivatives exhibits smaller shifts in the water dielectric relaxa-
tion time than that with methyl groups distributed around the urea struc-
ture. The reason appears to be a microheterogeneous structure of the solu-
tions with extended alkyl chains of the solute. By some analogy with mi-
celle formation solutes with long hydrophobic chains tend to induce two 
phases in solution, one with solute concentration slightly larger than the 
mean concentration c and, correspondingly, the other one with solute con-
centration somewhat smaller than c. The distribution of such concentra-
tion differences fluctuates rapidly. The fluctuation correlation time  
 

τξ = ξ2/(2D)                                                   (137) 
 

is controlled by the fluctuation correlation length ξ, measuring the mean 
spatial extent of the fluctuations and by the mutual diffusion coefficient D 
[568, 569]. 
     Figure 120 reveals the fluctuation correlation volume of aqueous tetra-
methylurea solutions to be constant up to very high solute concentrations 
and, in addition, to be on the order of the molecular volume of the solute. 
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Hence tetramethylurea is molecularly dispersed in water so that its hy-
drophobic groups are completely exposed to the solvent. In contrast, n-
butylurea tends to cluster in order to partly shield its alkyl chain. This way 
the hydration shells around the hydrophobic butyl group are not fully de-
veloped, thus causing only a reduced shift in the principal dielectric relaxa-
tion time of water. 
     Other conspicuous systems are carbohydrate aqueous solutions. Carbo-
hydrates, the ‘waters of carbon’, characterized by the simple empirical 
formula Cm(H2O)n, play multiple roles in the design of life on molecular and 
cellular levels. Because of their exceptional structural flexibility and rich 
conformational variety, they offer an additional alphabet in the biosphere 
which is commonly used for signaling, cell-cell recognition, or molecular 
and cellular communication [570-574]. Probably the outstanding flexibil-
ity of the molecules also provokes the unusual dielectric properties of car-
bohydrate aqueous solutions, as for two series of monosaccharide solu-
tions exemplified by their dielectric relaxation times in Figure 121. For 
reasons of comparison, data for monohydric alcohol-water mixtures are 
also shown. They roughly follow the trend to increase with decreasing 
concentration c* of hydrogen bonding groups and water molecules (c* = c 
+ cw), as predicted by the wait-and-switch model and as already demon-
strated by Figure 87. Contrasted with this behavior, the relaxation times 
for the solutions of monosaccharides (c* = 6c + cw) increase considerably 
stronger with c*. When represented by power law 
 

 τ1/τw = (c*/cw)-ζ ,                                                                 (138) 
 

 
Figure 121. Principal 
dielectric relaxation time 
τ1 at 25 °C, versus the 
sum of hydrogen bonding 
groups and water con-
centrations for solutions 
of D-glucose (▲) and D-
fructose (●, [575]), 
methanol (Δ, [576]), eth-
anol (○, [577]), isopropyl 
alcohol (□, [576]), as well 
as tert-butyl alcohol (◊, 
[578]). Pure water (■) 
and alcohol (⧫) data are 
also shown. 
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exponent ζ ≈ 100 follows for the carbohydrates instead of ζ ≈ 2 for the al-
cohols. With each series of liquids both the water molecules and the dipo-
lar solute groups contribute to the (low-frequency) principal relaxation 
term under consideration. Different behavior of the alcoholic OH-groups 
and the exocyclic hydroxyl and hydroxy methyl groups of the saccharides, 
however, can hardly account for the large difference in the relaxation 
times. The rotatable exocyclic groups are exemplified by the molecular 
structures of the β-pyranose tautomers in the inset of Figure 121. These 
tautomers are the most frequent conformations of D-glucose and D-
fructose in aqueous solution. 
     It has been speculated that an almost perfect correspondence of the 
saccharide OH-group topology to the water hydrogen network structure 
[575] may be the reason for the exceptional features of the dielectric re-
laxation times. Though our knowledge of the dielectric relaxation of sac-
charide solutions is still incomplete, these systems may nevertheless be 
taken to show that reasonable care is necessary when applying apparently 
universal rules to the properties of aqueous system.  
 
 
4.3.3   Dipolar solute structures 
 
It is obvious that dipolar solutes or rotatable dipolar solute groups con-
tribute to the complex dielectric spectra of solutions and that such contri-
butions may feature their own relaxation terms, as discussed in section 
4.2.1.3 and as illustrated, for example, by the spectra in Figures 94 and 95. 
Extra relaxation terms, however, may also result from temporary ion 
structures. Some few examples are given below.  
 
 
4.3.3.1    Ion complexes 
 
Salts from multivalent ions have been known for a long time to dissociate 
incompletely in water and to form fluctuating ion complex structures in 
doing so [579, 580]. A prominent example is magnesium sulfate which has 
been identified to be essentially responsible for the strong and frequency-
dependent absorption of ultrasonic (sonar) signals in sea water [579-583]. 
Incomplete dissociation means that a salt from  m-fold positively charged 
metal ions Mm+ and l-fold negatively charged ligand Ll- does not completely 
decompose to form hydrated ions in water. Additional complexes exist in 
which water molecules in the hydration shell of the cation-aquo complex 
are substituted by an anion. The chemical equilibrium between the differ-
ent ionic species is generally represented by the reaction scheme 
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Figure 122. Real part 𝜀′(ν) and 
negative imaginary part 𝜀′′(𝜈) of 
the complex permittivity for 
water (blue points) and an 
aqueous solution of Al2(SO4)3 (●, 
0.1 mol/l) at 25 °C. Arrows mark 
the relaxation frequencies of 
pure water (1/(2πτw)), of the 
water in the solution (1/(2πτs)), 
and of the ion complex contribu-
tion (1/(2πτu)). Dashed tur-
quoise line indicates the water 
contribution to 𝜀′(ν). The inset 
shows a complex plane repre-
sentation for the spectrum of a 
0.15 mol/l solution of Al2(SO4)3. 
Dashed turquoise and brown 
lines represent the water and 
ion complex contributions 
[192]. The conductivity part (Eq. 
31) in 𝜀′′ is generally omitted. 

 
 

(139) 

(ML)aq
(𝑚−𝑙)+  ⥂  (Mm+(H2O)Ll-)aq  ⥂  (Mm+(H2O)2Ll-)aq  ⥂  (Mm+)aq + (Ll-)aq      

 

in which the contact ion pair (ML)aq
(𝑚−𝑙)+

 is denoted the inner sphere com-

plex, the solvent separated species (Mm+(H2O)Ll-)aq the outer sphere com-
plex, and (Mm+(H2O)2Ll-)aq the outer-outer sphere complex. Evidently these 
complexes are provided with an electric dipole moment and thus contrib-
ute to the dielectric polarization. Examples for spectra of solutions of an 
incompletely dissociated 3:2 valent salt are displayed in Figure 122. They 
clearly reveal a water contribution and, at lower frequencies, a contribu-
tion from dipolar ion complexes and resemble the spectra for aqueous 
solutions of polar molecules (Figs. 94, 95). 
     The discovery of ion complexes to add relaxation terms to the spectra of 
aqueous solutions of salts from multivalent ions [191, 535] has inspired a 
variety of dielectric spectroscopy studies [192, 536, 537, 584-587] and has 
also directed interest towards ion pairing in solutions of 1:2 [588, 589], 
2:1 [590], and even 1:1 valent [591] electrolytes. Surprisingly, in spite of 
the clear evidence of the existence of dipolar ion complex structures (Figs.  
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Figure 123. 
Ultrasonic ex-
cess attenuati-
on (brown 
points, [592]) 
and dielectric 
loss (black 
points) spectra 
for  Sc2(SO4)3 
in water (0.1 
mol/l, 25°C, 
[192]). The 

relaxation term for water (τs) in the 𝜀′′ spectrum is indicated by turquoise 
color, the term due to ion complexes (τu) by brownness. Differently strong 
brown colors also distinguish the ion complex contributions to the (αλ)exc 
spectrum. 
 
 
122 and 123), there are no explicit indications for the presence of differ-
ently polar species as suggested by the reaction scheme of equation (139). 
Due to the different molar volume of these species the transitions between 
the ion complexes of that scheme are nicely reflected by the ultrasonic 
excess attenuation spectra of aluminium or scandium sulfate solutions 
[592] which clearly reveal three relaxation terms (Fig. 123). Interestingly, 
the relaxation frequency (2πτu)-1 of the ion complex term in the dielectric 
spectra are larger than the relaxation frequencies (2πτn)-1, n = 1, 2, 3, in the 
corresponding ultrasonic excess attenuation spectra. This result supports 
the idea that dielectric spectroscopy is largey unaffected by the ion pair 
formation and disintegration processes because it is sensitive to reorienta-
tional motions of the ionic structures: the faster reorientational motions of 
the species short-circuits the dipole moment variations by transitions be-
tween the different species in the chemical equilibria shown by Eq. (139). 
     The situation is even more demanding with zinc(II)chloride aqueous 
solutions. This electrolyte features an intricate reaction scheme as it forms 
mono-, bi-, tri-, and even tetrachloro complexes which, in addition, may 
exist as contact (inner sphere) and as solvent separated (outer sphere) 
complexes [593-596]. Activated zinc ions seem to also exist [596], i.e. ions 
with one hydration molecule less than the sixfold coordinated ground 
state. Since the linear dichloro, the planar trichloro and the tetrahedral 
tetrachloro complexes are considered nondipolar, however, only the mon-
ochloro complex is assumed to contribute to the solute relaxation in the 
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dielectric spectra of ZnCl2 aqueous solutions (Fig. 124). Evaluation of the 
relaxation amplitude disclosed a considerable amount of outer sphere 
complexes (Zn(H2O)Cl)+ in the solutions [590]. 
 

 
Figure 124. Real part 
𝜀′(ν) and negative im-
aginary part 𝜀′′(𝜈) of 
the complex dielectric 
spectrum for water 
(blue points) and a 
2.04 mol/l solution of 
ZnCl2 in water (●) at 25 
°C [590]. Arrows mark 
the relaxation frequen-
cies of pure water 
(1/(2πτw)), of the wa-
ter in the solution 
(1/(2πτs)), and of the 
ion complex contribu-
tion (1/(2πτu)). Dashed 
turquoise lines indi-
cates the water contri-
bution to the complex 
spectrum of the solu-
tion. The dashed brown 
line shows the  contri-
bution of the ionic spe-
cies to the dielectric 
loss 𝜀′′(ν). Again the 
conductivity contribu-

tion has been subtracted from the total loss using Eq. (31). 
 
 
4.3.3.2   Polyelectrolytes, giant dispersion 

 
Considerable contributions to the complex permittivity spectra of ionic 
solutions may also result from limited motions of ions in polyelectrolyte 
systems. Examples are motions of counterions at the surface of roughly 
globularly shaped ionic micelles or vesicles and motions along linear or 
folded polyelectrolytes, such as biopolymers [503, 597-602]. Because of  
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Figure 125. Real part (●) and 
negative imaginary part (○) of 
the complex dielectric spec-
trum of a solution of ionic sur-
factant n-hexadecyltrimethyl-
ammonium bromide (0.15 
mol/l) in water at 25 °C [603]. 
The contribution of the ionic 
conductivity is omitted. In the 
inset counterion motions on a 
micelle surface are sketched. 
 
 
 
 
 
 
 
Figure 126. Complex permitiv-
ity spectrum of an aqueous 
solution of sodium polyacrylate 
(H[-CH2-CH(CO2Na)-]nH, with n 
= 555, c = 0.123 mol/l, and T = 
25 °C [604]). The inset deline-
ates the counterion motions 
relative to the polyelectrolyte 
chain. 

 
 
the Coulombic forces most counterions are condensed at the polyelectro-
lyte surface. Hence they cannot freely drift and contribute to the electrical 
conductivity of the system like free ions in a low-weight salt solution. Since 
the dimension of the surface is limited, ions in the diffuse counterion layer 
moving relative to the polyelectrolyte, cause a fluctuating dipole moment 
and thus a relaxation term in the dielectric spectra. The relaxation ampli-
tudes and relaxation times depend strongly upon the shape and size of the 
polyelectrolyte and on various further parameters of the solutions, such as 
the salt concentration and pH value of the suspending bulk phase [503, 
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605-607]. Figures 125 and 126 show spectra for solutions of a cationic 
surfactant and an anionic linear polymer, respectively. With both polyelec-
trolyte solutions the limited counterion motions extend over comparative-
ly small dimensions so that the low-frequeny solute relaxations are located 
at frequencies similar to those of ion complex reorientations (Fig. 122). 
Also the relaxation amplitudes reveal comparable magnitudes. At larger 
polyelectrolyte dimensions both the relaxation time and relaxation ampli-
tude may be significantly larger. This is true, for instance, with ion motions 
in suspensions of biological cells.  
 
 
4.4   ‘Bound water’ 
 
‘Bound water’ is an enigmatic term in liquid state physics. The nature of 
bound water is insufficiently understood and it will be a challenging future 
task to clearly identify and specify bound water in moist materials. 
     The term springs from the idea that water at the surface of (non-
aqueous) substances may feature characteristics distinctly different from 
normal water. It is especially suggested that such water is strongly bound 
to the non-aqueous surfaces. In bulk solutions, however, evidence of bond 
(or activation) energy significantly larger than the hydrogen bond energy 
of pure water is virtually non-existent [608]. On the other hand, isolated 
surfaces with thin (monomolecular) water layers are difficult to investi-
gate and it is also unclear how such a layer changes its properties when 
water is added to the system.  
     The incomplete definition of bound water’s properties leads to discrep-
ancies in the results from different techniques: diverse amounts of special 
water are typically derived from different parameters. As long as such wa-
ter is not fully characterized, it may be useful to name it specifically in 
view of its unusual property, for example ‘unfreezable water’. In electro-
magnetic aquametry water that seems to be invisable in the dielectric 
spectrum of the system under test is often considered ‘bound’. However, 
this may be a rash conclusion, as will be briefly summarized below. 

 
 

4.4.1   The mixture problem 
 

In the majority of cases moist materials of interest display a complicated 
internal structure. It is therefore impossible to represent their dielectric 
properties by exact analytical models. Even for solutions of simply spheri-
cally shaped particles mean field approximations are necessary in order to 
consider the effects from internal electric fields theoretically. Since there is 
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some ambiguity in selecting the mean field approach, a variety of mixture 
relations exists even for such simply structured systems (sect. 4.2.2.2). For 
those reasons, only partly deterministic, probabilistic, or even completely 
empirical relations are applied in order to model the resulting permittivi-
ties of the composite materials. Frequently the parameters of such rela-
tions are adjusted to the specific material under investigation (e.g. [609]). 
Due to the deficient knowledge of the suitable mixture relation from theo-
ry, inadequate evaluation of experimental findings may lead to a discrep-
ancy between the measured and the real water content which, in turn, is 
accounted for by the assumption of bound water that contributes to the 
material permittivity in a reduced manner (with respect to normal water). 
     An example for lack of clarity when deducing the existence of bound 
water from experimental mixture permittivity εm is the modified Looyenga 
formula [609-611] 

 
𝜀m

𝛼  = 𝑣w𝜀w
𝛼 + 𝑣bw𝜀bw

𝛼 + (1 − 𝑣w − 𝑣bw)𝜀u
𝛼                             (140) 

 
in which the original exponent 1/3 (Eq. 121) is replaced by the adjustable 
parameter α. Using this relation, potentially ill-founded modifications in α 
can be widely compensated for by the additional bound water term with 
unknown volume fraction vbw and permittivity εbw. 
     The effect of orientation in isotropically structured materials has been 
demonstrated for layered systems in section 4.2.2.2. Here we mention the 
considerable variation in the mixture permittivity that may even result 
from elliptic deformation of originally globular solutes. Consider a solution 
of ellipsoids of revolution with axis a and b and with permittivity εu. As 
before, the volume fraction of solute may be vu. If the permittivity of the 
material neighboring a solute particle is assumed to equal the permittivity 
εw of the solvent the mixture permittivity, at random orientation of the 
ellipsoids and small vu (< 0.1), follows as [500-502, 612]  
 

εm = (1 −
1

3
𝑣u)𝜀w ∑

𝜀w−𝜀u

𝜀w−𝐷𝑛(𝜀w−𝜀u)𝑛=𝑎,𝑏,𝑏  .                           (141) 

 

For spherical particles the ellipsoidal depolarization factors in Eq. (141) 
are Da = Db = 1/3 and the formula agrees with the Maxwell-Wagner rela-
tion (Eq. 119) at small vu:  
 

εm = 𝜀w [1 − 3𝑣u
𝜀𝑤−𝜀u

2𝜀w+𝜀u
].                                             (142) 
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Mixtures of thin oblate ellipsoids of revolution (a ≪ b, Da = 1, Db = 0), how-
ever, are represented by 
 

εm = 𝜀w [1 −
1

3
𝑣u

𝜀w−𝜀u

𝜀u
] .                                         (143) 

 

Consider solutions of nondipolar particles (εu = 2) in water (εw = 80). At 
small volume fraction vu = 0.05 Eq. (143) yields εm as small as 25.4, where-
as Eq. (142) predicts εm = 74.2 for solutions of spherical solutes. Hence if a 
spherical instead of a more or less ellipsoidal particle shape is untruly as-
sumed experimental permittivities may appear smaller than estimated 
from the water content and may thus suggest existence of some dielectri-
cally invisible water. Corresponding results follow for the inverse material 
structure, i.e. for solutions of dipolar spheroids in nonpolar solvent. Inter-
changing indexes “w” and “u” in Eqs. 141-143 leads to εm = 2.28 for solu-
tions of globular particles (Da = 1/3) and εm = 2.03 for the limiting case of 
oblate ellipsoids (Da = 1). Figure 127 shows the effect from ellipsoidal de-
formation of dispersed solutes which is minor at small deviations from the 
globular shape. 
 

 
 
 
Figure 127.  Mixture per-
mittivity εm versus depolari-
zation factor Da for solutions 
of nonpolar oblate ellipsoids 
of revolution (permittivity εu 
= 2) in water (permittivity εw 
= 80). The volume fraction of 
solute is vu = 0.05. Da = 1/3 
characterizes globular solute 
(Eq. 142), Da = 1 the limiting 
case of thin disc-shaped so-
lute (Eq. 143). 

 
 
4.4.2   Extra dielectric decrement in electrolyte solutions 
 
Figure 128 shows again the extrapolated static permittivity ε(0) of aque-
ous solutions of 1:1 valent salts to point at the substantial decrement of 
electrolyte solutions. The extra polarization deficiency with respect to  
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Figure 128. Extrapolat-
ed static permittivity 
ε(0) of aqueous solu-
tions of LiCl (●) and KF 
(⧫) [550, 551] at 25 °C, 
displayed versus volume 
fraction v of salt. Some 
data for solutions of 
uncharged non-dipolar 
molecules in water (○, 
[497-499]) are also pre-
sented. For the LiCl and 
KF solutions the inset 
shows the dependence 
of their ε(0) data on the 
specific electric conduc-
tivity σ of the liquids. 

 
 
solutions of uncharged solutes is partly explained by kinetic depolariza-
tion. This involves high mobility of dipolar solvent molecules which, within 
the hydrodynamic field around moving ions, are rotated in the direction 
opposed to that dictated by the external electric field (sect. 4.3.1.2, Fig. 
106). Incomplete consideration of kinetic depolarization may likely lead to 
the (wrong) conclusion that dielectrically invisible or ‘bound’ water exists 
in the sample even if all water dipole moments are freely rotatable. 
     The inset of Figure 128 indicates that, in addition to kinetic depolariza-
tion, another effect contributes to the dielectric decrement of the salt solu-
tions. Otherwise the extrapolated static permittivities of the two series of 
liquids, when plotted against the specific electric conductivity σ, should 
almost condense on one curve. The second effect is the before discussed 
dielectric saturation (sect. 4.3.1.3), the extensive radial restriction of the 
direction of solvent electric dipole moments in the strong Coulombic fields 
of small ions, predominantly cations. For some mono-, di-, and tri-valent 
cations the extent of dielectric saturation of water around them is again 
depicted in Figure 129, where numbers Z+ of apparently totally saturated 
water molecules per ion are shown. Dielectrically saturated water mole-
cules may indeed be considered bound, even though strictly they are able 
to perform more or less fast proton-around-proton motions at fixed elec-
tric dipole moment orientation. Also their residence time in the saturated 
water shell is finite. Hence water molecules switch between the saturated  
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Figure 129. Numbers Z+ of appar-
ently completely saturated water 
molecules around some cations as 
function of the Pauling ion radius r+ 
(data from Fig. 111). 
 

 
region and the bulk phase. The dielectrically saturated water molecules 
around Li+, for example rotate with relaxation time τh ≈ 2.4·τw ≈ 20 ps 
[560] and their residence time in the dielectrically saturated shell is 𝜏h

∗  ≈ 
5·τw ≈ 40 ps [564], as briefly mentioned in sect. 4.3.2.1. Water in the satu-
rated regions of multivalent ions moves, of course, slower, for instance 𝜏h

∗  
≥ 1 μs with the inner shell of Al3+ [565].  
     Since water in the strong fields of small ions is not bound in a close 
sense, it may be more clearly named ‘dielectrically saturated’ instead of 
‘bound’ water. 
 
 
4.4.3   Slowed hydration water reorientation 
 
Non-aqueous materials may not just cause a decrement δε(0) in the static 
permittivity of materials but also reveal a shift δνr in the relaxation fre-
quency νr = (2πτ)-1. An extreme example is given in Figure 130, where the 
complex dielectric spectra for liquid and solid water at 0 °C are shown. The 
static permittivities of water and ice differ only marginally. Nevertheless, 
experimental data in the broad frequency range, roughly marked in light 
blue in the upper part of the figure, yield substantially smaller 𝜀′(ν) values 
for ice than for water. This is true though the static permittivity of the for-
mer is even slightly larger than that of the latter.  
     The spectrum of ice may be taken as the typical dielectric behavior of 
bound water. The activation enthalpy ΔH# = 58.6 kJ/mol has been reported 
for dielectric, NMR spin lattice, and elastic relaxation in ice at -10 °C [613].  
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Figure 130. Real 
part 𝜀′(ν) and nega-
tive imaginary part 
𝜀′′(ν) of the complex 
dielectric spectrum 
for liquid water 
(blue lines) and ice 
(brown lines) at 0 °C 
[608]. The light blue 
arrow indicates the 
tremendous shift δνr 
in the relaxation 
frequency when wa-
ter freezes.   

 
This value compares to the activation enthalpy ΔH# = 17 kJ/mol and the 
hydrogen bond interaction enthalpy ΔH = 20 kJ/mol for water at ambient 
temperature (sect. 4.1.2). The larger value for solid water manifests a clear 
effect of dynamic stability in terms of a substantially increased potential 
energy barrier (Fig. 81) when compared to the liquid. The high activation 
enthalpy of ice is worth noting because Pauling has estimated 21 kJ/mol as 
reasonable value for the hydrogen bond interaction energy of ice [614], 
close to the value for water given above.  
     At ambient temperatures, systems containing liquid water, such as 
aqueous solutions, display incomparabibly smaller shifts in the relaxation 
frequency. These shifts are moderate even if large amounts of inorganic or 
organic solutes are added to water. An example is the 1,4-dioxane-water 
mixture, with roughly identical volume fractions of dioxane and water, for 
which the complex permittivity spectrum is shown in Figure 131. As out-
lined before in chapter 4.2.3, the comparably small shifts in the relaxation 
frequency (or relaxation time) are rather due to reduced local concentra-
tions of hydrogen bonding sites than to enhanced activation enthalpies. 
Unfortunately, however, only a few relevant mixtures have been investi-
gated so far as a function of temperature [608]. Therefore a clear-cut con-
clusion on variations in the activation enthalpy (and even more the hydro-
gen bond energy) of aqueous solutions is impossible at present. This situa-
tion suggests the use of term ‘hydration water’ instead of ‘bound water’ in 
order to characterize water that is affected in its reorientational motions 
by solute materials.  
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Figure 131. Real 
part 𝜀′(ν) and nega-
tive imaginary part 
𝜀′′(𝜈) of the complex 
dielectric spectrum 
for water (blue 
points) and a solu-
tion of nonpolar 1,4-
dioxane in water (●, 
c = 6 mol/l [603]) at 
25 °C. Light brown 
arrows show the 
tremendous shift 
δε(0) in the static 
permittivity  due to 
the dilution of water 
by the solvent as 
well as the moderate 
shift δνr = (2πτs)-1 – 
(2πτw)-1 in the relax-
ation frequency. The 
inset sketches the 
structure of the 
nonpolar solute. 
 

 
     Care must be taken in the assignment of reduced permittivities to die-
lectrically invisible water, if measurements are performed in a limited fre-
quency range. Failing to notice relaxation frequency shifts, as characteris-
tic to hydration water, may pretend permittivity reduction and thus lead to 
erroneous conclusions on the existence of bound (or dielectrically saturat-
ed) water. 
 
 
4.4.4   Supercooled water 
 
So far the focus was water and aqueous systems above the freezing point. 
However, several applications, including food processing, pharmaceutics, 
and cryopreservation,  may include temperatures significantly below 0 °C. 
Much efforts have been made during the past years in order to elucidate 
the puzzling behavior of liquids at cold non-crystalline states [615].  
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Figure 132. Nor-
malized plot of the 
imaginary part of 
the spectrum of a 
mixture of glycerol 
and water with 
mole fraction 0.75 
of the alcohol 
[622]. Data at tem-

peratures T between 197 and 230 K are shown in this master plot. Param-
ter νmax =  νmax (T) is the frequency of the relative maximum in the 𝜀′′(𝜈, 𝑇) 
spectra at the respective temperature of measurement. The light blue area 
reveals the dominating primary relaxation term, the light brownish area 
indicates the high-frequency excess dielectric loss.  
 
 
     Supercooled water has been specifically investigated in mixture with 
glass-forming solutes which often allow for studies over broad tempera-
ture ranges. Prominent examples are aqueous solutions of carbohydrates 
[616, 617], ethylene glycol and propylene glycol oligomers and monome-
thyl ethers [618-620], glycerol [621, 622], as well as proteins [623-625].  If 
the conductivity contribution (Eq. 31, Fig. 21) is omitted, dielectric spectra 
of supercooled aqueous systems typically reveal two relaxation terms (Fig. 
132). The primary relaxation term, named α-relaxation, is subject to a con-
siderable relaxation time distribution. The second relaxation term appears 
at frequencies above the relaxation frequency of the primary term. This 
secondary contribution to the spectra may appear either as a distinct re-
laxation in terms of a high-frequency shoulder, or as a so-called excess 
wing on the α-relaxation term [626, 627]. It is normally represented by a 
Cole-Cole function (Eq. 111) or simply a Debye function (Eq. 78). 
     Over relevant ranges of temperature the relaxation time of the α- term 
follows Vogel-Fulcher-Tammann-Hesse law (Eq. 108), whereas that of the 
high-frequency excess dielectric loss largely conforms Eyring behavior 
(Eq. 106). These findings and the fact that, contrary to that of the α-term,  
the relaxation strength of the high-frequency contribution increases with 
water content have suggested the high-frequency contribution to reflect 
the local relaxation of spatially restricted reorientational motions of water. 
Since the relaxation time of these motions is largely independent of the 
structure and concentration of the other constituent [618], such motions 
are considered uncoupled. Due to an appreciable similarity to the relaxa-
tion behavior of ordinary glass formers the α-relaxation term is mostly 
assigned to cooperative motions in which both the organic constituent and 
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water participate. This view implies water molecules (at high solute con-
tent) to be physically coupled to solute molecules and suggests the respec-
tive water to be bound.  
     The above reasoning involves the idea of a microheterogenous structure 
of the supercooled liquid. It is only briefly mentioned that dynamic micro-
heterogeneity is also found with ordinary solutions at ambient tempera-
tures. Examples are aqueous solutions of solutes with extended alkyl 
chains mentioned in sect. 4.3.2.2 and also carboxylic acid-water mixtures. 
The analysis of complex dielectric spectra of the latter has suggested two 
microscopic phases, with water concentrations smaller and larger than the 
mean, respectively [628].  
 
 
4.4.5   Interference with solute contributions 
 
As briefly summarized in chapter 4.3.3 polarization due to dipolar solutes, 
including dipolar ion structures, may feature contributions to the dielec-
tric spectra with relaxation times well separated from the water relaxation 
time. Such contributions carry the inherent danger of being mistakenly 
considered to result from specially bound water. This is particularly true if 
measurements are conducted over a too limited frequency range to enable 
a clear analysis of the experimental data in terms of different contribu-
tions. 
     If the solute dipole moments are large and the (local) concentration of 
solute is high the low-frequency solute relaxation term may largely mask 
the minor solvent term. An illustration is the spectrum of a zwitterionic 
amino acid solution in Figure 133. On such condition it is virtually impos-
sible to draw conclusions about special water from the dielectric spectra. 
     In several instances solute and water relaxation times are too close to-
gether to enable a meaningful separation into different contributions. A 
prominent example is aqueous solutions of saccharides (Fig. 121). The 
hydrogen bond group topology of the cyclic molecules seems to fit almost 
perfectly to the water structure so that the solute and solvent reorienta-
tional motions are coupled [629-631]. At higher saccharide concentration 
the description of the dielectric spectra of glucose and fructose aqueous 
solutions may indeed be represented by two relaxation terms [629]. How-
ever, neither term can be consistently assigned to sole carbohydrate or 
water contributions. Rather, by analogy with the carboxylic acid-water 
mixture mentioned before, those terms seem to likewise reflect relaxa-
tions from two composite liquid phases, i. e. carbohydrate–water mixtures 
of different composition. This view involves again a (dynamically) micro-
heterogeneous structure of the liquids associated with fluctuations in the 
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Figure 133. Real part 
𝜀′(ν) and negative imagi-
nary part 𝜀′′(𝜈) of the 
complex dielectric spec-
trum for pure water (blue 
points) and a 6 mol/l 
aqueous solution of zwit-
terionic 4-aminobutyric 
acid (●, [632]) at 25 °C. 
The inset shows the struc-
ture of the zwitterion. 
 

 
local concentration as already briefly discussed in sections 4.3.2.2 and 
4.4.4. 
 
 
4.4.6   Maxwell-Wagner relaxation  
 
Ion accumulations at internal interfaces of materials may also lead to extra 
contributions to the dielectric spectra. Such ion accumulation results if at 
least one constituent possesses an electrical conductivity and if either the 
conductivities or permittivities of the materials are different. Since the 
electrical conductivity is finite, the formation and disintegration of internal 
charge distributions need a certain time so that a relaxation process 
(“Maxwell-Wagner relaxation” [509]) results. As a simple example, let us 
consider a spherical particle that is covered by a thin layer of different 
material, as depicted in Fig. 134. The particle may be taken as a rough 
model of shelled fruits, such as corn or peanuts. For clearness let us as-
sume the core with radius rc to be filled with aqueous solution of specific 
electric conductivity σ. If we focus on frequencies well below the water  
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Figure 134. Sketch of a spherical particle made of a core with radius rc and 
a concentric layer of thickness dl (left side). Core and layer are made of 
material with permittivity εc and εl, respectively. Plus and minus signs in-
dicate the accumulation of charges if an electrical field E is applied and if 
the specific electric conductivity of the layer is smaller than that of the 
core. The right-hand side shows the dielectric substitute with homogene-
ous permittivity εsp of the composite sphere. 
 
relaxation and if we restrict ourselves to small electrolyte concentrations 
the complex permittivity of the core is given by the relation 
 

εc = εw(0) – iσ/(ε0ω).                                            (144) 
 

The layer of thickness dl may be made of nonpolar material with permittiv-
ity εl = 2. According to the Maxwell-Wagner theory the composite dielectric 
may be substituted by a dielectrically homogeneous sphere with radius rc + 
dl and with permittivity [500] 
 

𝜀sp(𝜈) = 𝜀l
2[(𝑟c+𝑑l)3−𝑟c

3]𝜀l+[(𝑟c+𝑑l)
3+2𝑟c

3]𝜀c

[2(𝑟c+𝑑l)3−𝑟c
3]𝜀l+[(𝑟c+𝑑l)3−𝑟c

3]𝜀c
 .                           (145) 

 
If dl ≪ rc, (rc + dl)3 ≈ 𝑟𝑐

3 + 3𝑟𝑐
2dl results and Eq. (145) reduces to  

 

𝜀sp(𝜈) = 𝜀l
𝜀c𝑟c+(𝜀c+2𝜀l)𝑑l

𝜀l𝑟c+(𝜀c+2𝜀l)𝑑l
 .                                        (146) 

 
Using Eq. (144) to include the frequency dependence of εc, this equation 
may be rewritten to read 
 

𝜀sp(𝜈) =  𝜀sp(∞)+
𝜀sp(0)−𝜀sp(∞)

1+𝑖𝜔𝜏sp
  ,                                (147) 
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where 
 

𝜀sp(∞) =  𝜀w(0)
𝜀sp(0)

2𝜋𝜎𝜏sp
  ,                                       (148) 

 

εsp(0) = εl(rc/dl + 1),                                            (149) 

 

and 
 

τsp = 2ε0[εl(rc/dl) + εw(0)]/σ .                                (150) 

 
With εw(0) = 80, εl = 2, dl/rc = 0.01, and σ = 10-3 S/m follows εsp(∞) = 4.6, 
εsp(0) = 202, and τsp = 5 ns, corresponding with a relaxation frequency νsp 
=(2πτsp)-1 = 30 MHz. This elementary, easily-to-handle analytical example 
may be taken to indicate that Maxwell-Wagner contributions can consid-
erably affect the permittivity spectra of dielectrically heterogeneous mate-
rials. Many materials of interest reveal a much more complicated structure 
so that Maxwell-Wagner effects are difficult to distinguish from the input 
of other polarization mechanisms, such as the relaxation of potentially 
existing special water.   
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 
                                 

 
 

 
 
 
 
 
 
 
 

 

 

 

 



 
5     Selected Moisture Measurement Applications 
 
5.1    Note on measurement signals 
 
Methods in use for electromagnetic moisture content determination and 
control rely commonly on pulse transit time and pulse profile evaluation, 
applying time domain techniques. Likewise popular are frequency domain 
methods including both, spot frequency microwave approaches as well as 
broadband techniques based on network analyzer facilities. Because of the 
diverse effects in the dielectric spectra of aqueous systems, wide-band 
signals for moisture sensing are preferred because they provide substan-
tially more information than monofrequent or narrow-band approaches. 
Wide-band signal processing is, of course, more costly and increases 
measurement time. That may be one reason why little attention has been 
devoted to techniques in which the samples are excited other than by the 
classical (swept) harmonically varying signals (sect. 2.2.3) or short pulses 
with their unfavorable spectrum (2.2.2). 
     Some variants of moisture determination have been described in which 
the samples were excited by pseudo-random maximum-length binary se-
quences [633]. The measurement signal was generated with the aid of a 
digital shift register which was controlled by a stable clock with frequency 
νc. Figure 135 presents the low-frequency part of the power spectrum of a 
suitable measurement signal. Maximum-length binary sequences feature a 
line spectrum, with the line spacing depending upon νc as well as the 
length of the shift register. The envelope corresponds to a squared sinc-
function. A quite flat signal spectrum exists in the frequency band up to 
νc/2. This band thus defines the optimum range of operation in  
 

 
Figure 135. Part of 
the power spectrum 
of a maximum-
length sequence 
provided by a 9th 
order shift register, 
triggered by a 9 GHz 
clock (adapted from 
Fig. 2 of [633]).  
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Figure 136.  Power 
spectrum of ultra-
wide-band quasi-
Gaussian monocycle 
pulse (adapted from 
Fig. 1 of reference 
[634]). 
 

 
measurements. Current technology easily permits a bandwidth of 7.5 GHz. 

As an attractive alternative in various applications, the use of sub-
nanosecond ultra-wideband pulses has been proposed [634]. The power 
spectrum of a wideband quasi-Gaussian monocycle pulse with a cycle 
width of about 0.4 ns is shown in Figure 136 as an example. Such a pulse 
provides a rather flat spectrum containing components between about 20 
MHz and 3 GHz with spectral power larger than –20 dB compared to the 
maximum power.  
     Apart from the use of such innovative measurement signals, electro-
magnetic moisture determination is mostly based on the principles de-
scribed in chapter 3. Even when using the classic harmonic signals or short 
pulses, a multitude of challenging demands result from the adaptation of 
sensor and instrumentation principles to the specific applications in mois-
ture determination and control. Often the design and development of 
measurement systems requires a compromise in order to reasonably con-
sider widely differing and conflicting aspects, such as noninvasiveness, 
high precision, resilience, reliability, remote control and operation, simple 
networking, marginal needs for service and maintenance, ease of use, and 
low costs.  
     Some prominent versions of moisture determination systems as well as 
a few more recent examples will be discussed in the following to prove 
how successful topical instruments comply with the different require-
ments in their performance. 
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5.2    Soil moisture 
 
Spatial distributions and temporal variations of soil moisture play an im-
portant role in many physical and biological processes on our planet. Soil 
moisture properties are relevant on vast ranges of scales, including charac-
teristic length scales from a few centimeters up to several kilometers and 
even global dimensions. Characteristic time scales of soil moisture dynam-
ics vary from a few seconds up to years [635, 636]. The knowledge of soil 
moisture profiles is evidently important for optimizing procedures in agri-
culture and forestry but also for a better understanding of climate [637, 
638] and biogeophysical processes [639]. Within this wide field of applica-
tions, electromagnetic methods now dominate soil moisture determination 
[635, 640-644]. Figure 137 shows a space-time diagram that relates elec-
trical and electromagnetical measurement capabilities to scales at which 
hydrological processes can be investigated. Remote sensing applying elec-
tromagnetic soil moisture sensors with rather small support are already 
widely used for measurements on a field scale. Much interest is presently 
also directed towards large-scale soil moisture assessment by evaluating 
                                                                                                              

 
Figure 137. Scheme 
showing the esti-
mated spatial extent 
d of measurements 
and their spacing t in 
time. Current tech-
niques are restricted 
to scales represent-
ed by areas A (TDR 
sensor array), B 
(mobile TDR), C 
(airborne remote 
sensing), and D (sat-
ellite remote sens-
ing). Emerging 
methods include 
electrical resistivity 
imaging (X), sensor 

network operation (Y), and electromagnetic induction technologies (Z). c, 
catchment (0.1-1 km²); sw, subwatersheed (1-80 km²); w, watershed (80-
250 km²); sb, subbasin (250-2500 km²); b, basin (2500-25000 km²). 
Adapted from Fig. 3 of reference [635].  
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propagation characteristics of low-frequency electromagnetic surface 
waves or by using ground-based microwave radiometry as well as 
backscattered radar signals acquired on airborne or space-borne sensing 
platforms. There is nevertheless a gap in the current capabilities of soil 
moisture determination, especially for monitoring comparatively fast vari-
ations of extended ecosystems (Fig. 137). Future work will thus focus on 
sensor and geophysical networks which may help to close the gap in the 
measurement techniques and may thus enable study of processes on space 
– time scales that are currently inaccessible [636]. Without intending to be 
exhaustive, some measurement systems in use will be described below. 
 
 
5.2.1   Invasive sensors 
 
Climate change and decreasing water availability in many parts of the 
earth call for intensified efforts in order to improve water efficiency in 
agricultural irrigation and to maximize yields thereby. Effective irrigation 
control requires to be equipped with a two-dimensional structure of mois-
ture sensors, preferably each one providing a depth profile of the water 
content. Efficient operation needs the sensors to be remotely run in a mul-
tiplex mode. 
     The large amount of sensors required to cover the farming area at rea-
sonable sensor spacing necessitates low sensor costs. Electromagnetic 
methods have proven to adequately comply with all requirements. Most of 
them utilize sensors which probe either capacitance or signal velocity 
changes on moisture content variations. Hence basically the aim is the soil 
permittivity (Eq. 31)  
 

εtot(ν) =   ε(ν) - iσ/(ε0ω)                                   (151) 
 

which then is evaluated in terms of the volumetric moisture content θw 
(Eq. 4) using appropriate empirical relations. Such relations are essentially 
soil-type specific. A prominent example is the so-called Topp-equation 
[645] 
 

θw = -0.053 + 2.92·10-2 𝜀a – 5.5·10-4𝜀a
2  + 4.4·10-6𝜀a

3              (152) 

 

in which εa denotes the apparent permittivity 

 

εa = (
2𝑙

𝑐0∆𝑡
)

2
                                                  (153) 
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as following from transient time measurements using time domain meth-
ods (sect. 3.2.1). In Eq. (153) Δt is the period which a pulse needs to be 
transmitted back and forth through a non-dispersive material of length l. 
This period  
 

Δt = 
2𝑙

𝑐0
√𝜀a ,                                               (154) 

 
because of  
 

𝜀a =
𝜀′(𝜈)

2
{1 + [(

𝜀′′(𝜈)+𝜎 (𝜀0𝜔)⁄

𝜀′(𝜈)
)

2

+ 1]
1 2⁄

} ,                  (155) 

 
is given by both the real and imaginary part of the material permittivity 
εtot(ν) as characterized by Eq. (151). For many soils it can also be assumed 
that 𝜀′(𝜈) does not vary with frequency and that dielectric losses are neg-
ligible (𝜀′′(𝜈) ≈ 0). However, the delay time Δt, the apparent permittivity 
εa, and, consequently, the estimated moisture content θw depend also upon 
the soil specific conductivity σ. Hence Topp’s equation (Eq. 152) preferably 
applies to soils with minor conductivity (σ/(ε0ω) ≪ 𝜀′(𝜈)).  
     This example suggests the need for soil-specific calibrations in order to 
appropriately relate the measured permittivity value to the actual mois-
ture content. In practice this need is often no serious restriction because  
applications mostly refer to particular farming areas or soils with well-
known composition and texture.  
 
 
5.2.1.1   Rod antennae, pulse delay time and capacitance measurements 
 
Due to their basically simple design and their comparatively easy insertion 
into the soil by applying force, such as hammering, when indicated, rod 
antennae have been used for a long time for soil moisture determination 
[645]. Various geometrical configurations of rod antennae have been pro-
posed, ranging from a pair of parallel rods up to seven-rod structures 
[645-652]. Rod antennae are preferably operated in a reflection mode 
(sect. 3.1.1.2) using either pulse transient time measurements (sect. 3.2.1) 
or frequency domain electrical capacity measurements.  
     Figure 138 delineates a two-rod and a three-rod antenna both used as 
sensing part of a time-domain reflectometer. In field monitoring applica-
tions small hand-held TDR meters, designed to comply with the require-
ments of in-situ operation, are usually employed [653, 654]. Such  
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Figure 138. Schematic of three-rod (A) 
and two-rod (B) antenna, respectively, 
operated by a transient time measure-
ment system. 1, control unit combined 
with process control computer; 2, signal 
generator; 3, sampling unit; 4 coaxial 
feeding line; 5, rod antenna; 6, insulating 
(plastic) holder. 
 

 
instruments, based on low-cost high-speed integrated circuit technology, 
can be integrated on printed circuit boards including field programmable 
gate arrays [653]. They can be powered by a battery for a time of several 
months and do not need an external control setup.  
     Depth profiles of the soil water distribution, especially in the rizosphere,  

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 139. Two-wire antenna (dark blue) 
provided with movable short circuit (5) for 
variation of the actual line length l when prob-
ing soil (6) with vertical variation of its dielec-
tric permittivity (εi, i = 1, …,7). 1, sampling 
scope combined with process control comput-
er; 2, step-voltage generator; 3, sampling 
head; 4, antenna housed in a polytetrafluo-
rethylene pad (light blue); 5, movable short; 6, 
layered soil (adapted from Fig. 1 of ref. [651]). 
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can be determined by exchanging the rods of an antenna for such of differ-
ent length l or by using a set of differently long antennae [645]. Such a pro-
cedure requires, however, multiple placement of the rods and thus in-
creased distortion of the soil, potentially accompanied by preferential wa-
ter flow. An alternative is the sensor sketched in Figure 139. It consists of a 
two-rod antenna embedded in a polytetrafluorethylene pad and provided 
with a movable short circuit [651]. The position of the short can be accu-
rately changed by a stepper motor utilizing a thread rod. This way the ap-
parent permittivity profile of the surrounding soil can be recorded with a 
resolution better than 1 cm in the vertical position l. Depth profiles may be 
alternatively determined by using PIN-diodes to switch active sections of a 
one-rod sensor [655].  
     An example of alternative frequency domain techniques is shown in 
Figure 140. Measuring the complex reflection coefficient and thus the elec-
trical impedance (3.1.1.1) of the loaded piece of antenna transmission line 
yields the soil complex permittivity [650, 656]. Therefore such techniques 
enable not just the moisture content but also the soil conductivity to be 
determined at frequencies preferably below the dispersion/dielectric loss 
region of water and above the predominating conductivity range in the 
total dielectric spectra (100 MHz ≲ ν ≲ 1 GHz). In correspondence with 
transient time determinations specially designed low-cost electronics are 
used in most applications instead of multi-purpose laboratory network 
analyzers. Commercial sensors (e.g. ThetaProbe [657, 658]) are provided 
with a matched signal generator in their waterproof probe body.  
 

 
 
 
 
 
 
 
 
 
Figure 140. Principle of reflection coefficient 
measurement of soil using a four-rod antenna 
with the signal rod in the center and concentri-
cally arranged shield rods (B). 1, vector network 
analyzer with S, signal output port; R, reference 
port; M, measurement input channel; 2, reflec-
tion test set; 3, four-rod antenna; 4, insulating 
setting holding the rods.  
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     Whereas two-rod probes cause a minimum disturbance when inserted 
in the soil, they produce an unbalanced signal resulting in unwanted noise 
and unfavorable signal-to-noise ratio [648]. Information loss can be re-
duced by a balancing transformer inserted in the probe head [659] or by     
the use of three- or more-rod antennae. The latter, however, may provoke 
larger soil disturbance [660], including the development of air gaps or 
water pockets. 
 
 
5.2.1.2   Flat ribbon cables, TDR-inversion for spatial moisture distribution 
 
Flat ribbon cables carved in the soil may be considered a modification of 
rod antennae. An essential difference is the usable length l. Depending on 
the soil’s electric conductivity, l of the former may be as large as 40 m 
[661] whereas with the latter it usually does not exceed a few decimeters.  
Another difference is the covering of the antenna copper strips by 
poly(ethylene) insulation, rendering the sensor suitable for the application 
to highly conducting (saline) soils at reasonable cable length. Flat ribbon 
cable sensors have been successfully used in a variety of applications, such 
as the monitoring of soil liquefaction [661], soil water flow processes 
[662], snow wetness [663], dyke tightness [664], salt-mine barrier behav-
ior [665] and, with some modified implementation, large building durabil-
ity [21, 666 ].  
     A short piece of a flat ribbon cable is depicted in Figure 141. The electri-
cal field is concentrated around the copper conductors. With cables in use 
(spacing of copper wires about 3 cm, characteristic sensor impedance ap-
proximately 200 Ω) it provides a sensing area of 3 to 5 cm around the ca-
ble. The dielectric properties of the material surrounding the cable sensor 
affect signal propagation and cause partial reflection. In order to recon-
struct the spatial moisture distribution from the reflected signals a fast  
 
 

Figure 141. Flat 
ribbon cable used 
as TDR sensor. 1, 
sampling scope; 2, 
step-voltage gen-
erator; 3, sampling 
head; 4, coaxial 
line; 5, ribbon ca-
ble with 5a, three 

copper wires embedded in 5b, polyethylene insulation [661]. 
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TDR-inversion technique is applied [661, 664, 667-669]. The procedure 
requires the information about the complex permittivity of the soil as typi-
cally obtained from fast response time domain spectroscopy (sect. 3.2.3). 
Hence the measurement system needs to involve a time domain spectrom-
eter providing sharp pulses and enabling adequate sampling. 
     Neglecting higher-order modes and radiation of electrical energy from 
the cable sensor, the relation between the TDR signal and the (complex) 
permittivity distribution of the soil has been derived from the telegraph 
equations  
 

∂

∂𝑥
𝑈(𝑥, 𝑡) = −𝑅(𝑥)𝐼(𝑥, 𝑡) − 𝐿(𝑥)

𝜕

𝜕𝑡
𝐼(𝑥, 𝑡)                         (156) 

 
∂

∂𝑥
𝐼(𝑥, 𝑡) = −𝐺(𝑥)𝑈(𝑥, 𝑡) − 𝐶(𝑥)

𝜕

𝜕𝑡
𝑈(𝑥, 𝑡)                        (157)  

 

refering to the equivalent circuit depicted in Figure 142 for a line of infini-
tesimal length [667]. Series resistance R and inductance L of this circuit 
are usually considered independent of the material surrounding the cable 
whereas shunt conductance G as well as capacitance C depend on the total 
permittivity εtot(ν) as defined by Eq. (151). Both C and G have been ob-
tained from numerical field calculations [668]. For cables embedded in 
lossless dielectrics (𝜀′′ = 0, 𝜎 = 0) the resulting dependenc of capacity C 
upon ε (= 𝜀′) suggests the capacitance equivalent network as shown in 
part A of Figure 143. Hence the total capacitance is given by 

 
C(ε) = C1 + ε(ν)C2C3/(C2 + εC3).                                   (158) 

 
Extending this relation by using εtot(ν) instead of ε(ν) leads to the adequate 
representation of both C and G (part B, Fig. 143) 
 

C(εtot) + i
𝐺(𝜀𝑡𝑜𝑡(𝜈)) 

𝜔
 = C1 + 

𝜀𝑡𝑜𝑡𝐶2𝐶3

𝐶2+𝜀𝑡𝑜𝑡𝐶3
 .                              (159) 

 

 
 
Figure 142. Equiva-
lent circuit of a piece 
of transverse electro-
magnetic transmissi-
on line with infinites-
imal length dx [667]. 
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Figure 143. Capaci-
tance (A) and capaci-
tance-conductance (B) 
model of loaded flat 
band cable [667]. 

 
 
Parameters Cm, m =1,…,3, can be derived from numerical field evaluation 
but also from calibration measurements in which the cable sensor is em-
bedded in materials of well-known permittivities [668]. 
     The spatial resolution of flat-ribbon-cable applications can be signifi-
cantly improved by providing the sensor with fast high-frequency switches 
at both of its ends (Fig. 144). Such a setting enables the time domain reflec-
tion signal to be recorded from both sides of the sensor, thus increasing 
the sensitivity of measurements. This is especially true when this signal is 
strongly attenuated due to a large moisture conductivity. Involvement of 
switches also enables reflection coefficient measurements at different sen-
sor terminations such as the matched or the open-ended line and, fur-
thermore, it offers the possibility to calibrate the measuring system on 
complete reflection conditions at the transition between the coaxial feed-
ing line and the sensor. The information gained by the different modes of 
measurement is used in the algorithms reconstructing the moisture pro-
files from TDR signals. As believed intuitively, the additional information 
results in an enhanced spatial resolution in the moisture distribution of 
the material surrounding the cable sensor. 
 

Figure 144. Set-up 
for flat ribbon cable 
operation utilizing 
switches at both 
sensor ends [670]. 
1, sampling scope; 2, 
step-voltage genera-
tor; 3, sampling 
head; 4, multiplexer; 
5, RF switch; 6, ca-
ble sensor; 7, pro-
cess control com-
puter; 8, control unit 
for multiplexer and 

driver for switches. TDR signal lines are shown in black, control lines in 
dark blue. 
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5.2.1.3   Resonance-type and ring oscillator-based sensors 
 
Some soil moisture measurement methods take advantage of the high sen-
sitivity of resonant circuits to its impedance. Figure 145 sketches a set-up 
in which part of the resonance frequency-setting circuit is formed by ring 
electrodes. Placed in a suitable thin-walled low-permittivity tube the elec-
trodes can be placed into the soil where the fringing electrical field inter-
acts with the surrounding soil. Thereby the impedance of the electrodes, 
and thus the resonant frequency of the circuit, depends on the soil mois-
ture content. A design has been reported in which the resonance frequency 
νr = 230 MHz with a sensor surrounded by air changes to νr = 170 MHz 
when the ring electrode is inserted in saturated soil [671]. 
     The electrical field interaction with the soil leads not just to a shift in the 
resonance frequency but, due to dielectric losses or electrical conductivity, 
also to a broadening of the resonance curve, correlated with a reduction of 
its amplitude (section 3.1.1.7). Hence if, in addition to the resonance fre-
quency, also the half-power bandwidth of the resonance curve is deter-
mined both the moisture content and the salinity is obtained. Moisture 
(and salinity) profiles can be determined either by shifting a pair of ring 
electrodes vertically within the tube and by recording the resonance curve 
of the system at each antenna position [671]. Alternatively, the holding 
 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 145. Principle of resonance circuit 
for soil moisture measurement in the fre-
quency domain [671, 672]. 1, resonant 
circuit; 2, frequency counter; 3, multiplex-
er; 4, tube made, for instance, of glass fi-
ber [670]; 5, ring electrodes made of cop-
per; 6, sealing bottom of the tube (4). 
Dashed lines indicate electrical field lines. 
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Figure 146. Capacitance 
of ring electrode anten-
na as function of soil 
permittivity 𝜀′ and at 
three different gaps sep-
arating the sensor and 
the soil [672]. Black line: 
no gap. Blue and tur-
quoise lines: water-filled 
gaps 0.5 and 1.0 mm 
thick, respectively. 
 

 
tube may be provided with several pairs of ring electrode which are se-
quentially operated via a multiplexer (Fig. 145). 
     The careful installation of the sensor into the soil is of eminent im-
portance for reliable measurements. Gaps between the sensor tube and the 
soil may offer a path of preferential water flow and thus change the prop-
erties of undisturbed soil significantly. Furthermore, the capacitance of the 
loaded ring-electrode sensor is very sensitive to air gaps which, expressed 
in terms of an equivalent circuit, act like a small capacitance in series to 
the actual soil-affected capacitance. Because of the large permittivity of 
water the effect is much smaller with water-filled gaps but is still intolera-
ble at small soil permittivities (Fig. 146).      
     The ring-electrode system has been also used in TDR measurement as 
well as the frequency-determining device of a ring oscillator [672-675]. 
Figure 147 illustrates operation of a ring oscillator when combined with a 
planar transmission line as sensing antenna. The core element is an in-
verter (3 in Fig. 147) or a cascade of inverters [676] which acts like a driv-
er of a delay line (2). Since the end of the line is fed back to the input of the 
inverter the system oscillates: if the logic 1 state travels along the trans-
mission line it will become the locic ‘0’ state when it reaches the inverter at 
the end of the line. This distortion is now propagated along the transmis-
sion line until it is transformed into the logic 1 state by the inverting line 
driver and so forth. Hence the line driver toggles with a frequency deter-
mined by the propagation velocity of the positive and negative voltage 
pulses along the transmission line, standing for both logic states. The 
propagation velocity, and thus the frequency of the ring oscillator, depends 
on the permittivity of the material surrounding the transmission line.  
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Figure 147. Sketch of a simple planar sensor 
[672] realized on a multilayer epoxy printed cir-
cuit board (1). The upper part holds the ring os-
cillator with its transmission line (2) of which 
part of length l is introduced in the soil [672-
675]. Other essential parts of the oscillator cir-
cuit [676] are the inverter (3) and the frequency 
divider (4). The microcontroller (5) may be also 
placed on the board. 

 
  

Sensors with frequencies of 305 MHz in air and 225 MHz in water have 
been reported [674]. Such a frequency variation offers a favorable sensi-
tivity for soil moisture determination. The width of lancet-shaped printed 
circuit board is about 30 mm, its length may vary due to the specific appli-
cation [673]. Typical lengths vary between 100 and 200 mm. Because of 
the beneficial properties of the glass fiber substrate such boards are rigid 
and flexible as well and can thus be easily inserted into the soil.   
     Low-cost moisture depth profile sensors for field application, such as 
for monitoring the vertical soil water distribution when irrigating agricul-
tural crop land, can be simply derived from the above planar sensor (Fig. 
147) by placing several ring oscillator units on one printed circuit board. 
An external microcontroller is then used to multiplex the basic sensor sys-
tems and to support interfaces for process control and data logging [674, 
675]. The number and size of the individual units can be easily matched to 
the specific needs. For agricultural use profile sensors with five basic ring 
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oscillator units, each one covering an area of about 100 mm by 100 mm, 
have proven suitable [674, 675]. Besides, this sensor technology is most 
convenient for the additional large area monitoring of the lateral moisture 
distribution. For this purpose, a number of sensors, distributed at appro-
priate spacing over the area of interest, is provided with wireless nodes to 
form a network. The control unit activates the sensors at suitable intervals 
and transmits the measured data back to the base station where they are 
stored and evaluated. This way the three-dimensional moisture distribu-
tion of agricultural crop land can be automatically recorded and used, for 
example, to optimize irrigation procedures [672].      
 

 
5.2.1.4   Sensors matched to time domain transmission measurement 

 
When processed in the reflection mode transient time measurements us-
ing sharp pulses (section 3.2.1) often suffer from unwanted reflections 
reducing the accuracy of the method. For that reason pulse transmission 
measurements are preferred in many cases when monitoring dielectrically 
inhomogeneous materials because the first pulse transmitted through the 
sample is not affected by reflections. However, this mode of operation, 
commonly named time domain transmissiometry (TDT [642, 677-681]), 
requires a sensor design which, in principle, offers a receiving device at the  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 148. Principle of time domain transmissiome-
try sensors using loop antennae [642, 680]. The TDT 
measurement system is indicated by reddish brown 
color and provided with the principle scheme of Fig. 
63. 1, signal source; 2, trigger; 3, signal detector; 4, 
transmission line; 5, start-stop timer. 
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end of the transmission line. In soil moisture applications such a meas-
urement port is normally difficult to realize. For that reason, special sen-
sors, matched to the TDT requirements are currently in use. 
     One TDT sensor group simply uses rod antennae (section 5.1.1.1) which 
are bent to a loop (Fig. 148) in order to lead the end of the lines back to the 
transmitter port [642, 680]. In correspondence to two-wire sensors in 
reflection measurements, the electrical field concentrates mainly between 
both wires so that the dominant effect on the pulse transient time results 
from the material between the wires. Since, in field applications, the soil 
matrix may be significantly disturbed by the loop antenna the measured 
water content may noticeably deviate from that of the intact material. 
     The disturbance of the soil can be reduced by using so-called helical 
sensors [680]. With such sensors a two wire line is helically wrapped 
round a cylindrically shaped dielectric. One end of the line is directly con-
nected to the transmitting port of the TDT system, the other end is directly 
fed back to the receiving port by a line proceeding in the interior of the 
dielectric cylinder. Helical sensors can be easily inserted, they cause less 
soil disturbances and, due to their line structure, they offer a superior sen-
sitivity when compared to unwrapped two-line sensors. A drawback is the 
dielectric properties of the supporting cylinder which also act an influence 
on the measured transit time. 
     Alternative approaches are concentric sensors for bore hole application 
[678-682]. Figure 149 exhibits the miniaturized version of such a device. 
At both ends the cylindrical sensor consists of two concentric coaxial lines 
(2, 7) bordering the sensing one-wire line structure (5, 6) which is named 
obstacle. The pulse from the signal port (S) of the TDT system is fed to the 
outer coaxial line which is formed by the outer (2) and the inner conductor 
(3) which at the same time serves as the outer conductor of the inner coax-
ial line. After this feeding section the signal passes a piece of sensor where 
the central conductor (3) serves as a one-wire line. In order to enhance the 
sensor sensitivity the diameter of the one-wire sensor is increased using 
the so-called obstacle (5,6). For impedance matching diameter enlarge-
ment is performed in two steps. The obstacle causes the interaction of the 
electromagnetic field with the surrounding soil and thus influences the 
propagation velocity of the pulse. The receiving unit consists of a reversion 
coupler. Basically it is realized by the concentric coaxial lines with the out-
er conductor (7) provided with a short circuit (8). The inner conductor (4) 
of the inner coaxial line is indeed connected to the short but the central 
line (3) is interrupted for a distance d. By this means the electromagnetic 
field of the outer coaxial line couples to the inner line and the pulse pro-
vided by the TDT system is transmitted back to its measurement port (M). 
Identical wave impedances of the coaxial lines support coupling. Combined 
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Figure 149. Sectional view of miniaturized concentric 
TDT sensor [682]. 1, TDT measurement system with signal 
(S) and measurement (M) port; 2, outer conductor of the 
outer coaxial line; 3, central conductor, i.e. inner conductor 
of the outer and outer conductor of the inner coaxial line; 
4, inner conductor of the inner coaxial line; 5, 6, obstacle: 
pieces of one-wire lines with diameter different from the 
central conductor; 7, 8, concentric reversion coupler with 
7, outer conductor and 8, short circuit. Beige color indi-
cates a dielectric (polytetrafluorethylene, ε(0) = 2.1) to 
mechanically stabilize the sensor. 
 

 
with an optimized distance d from a numerical simulation a reasonable 
signal strength is reached for detection. 
     A prototype of a miniaturized sensor has been constructed with 7.9 mm 
outer diameter, 150 mm total length, and 40 mm long sensitive part (6) of 
the obstacle [682]. As long as matching conditions are fulfilled the geomet-
rical dimensions of the device can be varied in wide ranges. At increased 
diameters [678-681] the TDT measurement system has also been housed 
inside the obstacle (6). 

 
 

5.2.2   Miniaturized planar sensors 
 
Microelectromechanical (MEMS) and printed circuit board (PCB) technol-
ogies have greatly facilitated the development of miniaturized planar 
moisture sensors which can easily be inserted into the soil [683] or can be 
simply placed noninvasively on the surface of the soil under consideration 
[680, 684, 685]. Other modules, such as soil water potential sensors and 
temperature measuring devices [683] may be situated close to the mois-
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ture sensor so that different soil parameters can be measured at the same 
site. Depending on the measurement principle, the use of packaged micro-
electronics may also allow for the integration of the electronic parts on the 
same printed circuit board, thus forming a compact stand-alone sensor 
[683, 685].  
     Because of their physical dimensions miniaturized moisture sensors 
catch only small soil areas. The small price and low costs render their suit-
ability for punctual moisture determination and distributed sensing as, for 
instance, required for application in irrigation scheduling [683]. Several 
methods in use are based on resonant circuit evaluation. A microstrip an-
tenna, for example, has been characterized by the resonance frequency 
[684] 
 

νr  =  
𝑐0

4ℎ + 2𝐿√𝜀eff
                                                (160) 

 

with height h of the device and length L of the radiating patch and with 
effective permittivity εeff depending upon the permittivities of the material 
under investigation and of the antenna substrate. Only the real parts of the 
permittivities have been considered.      
     Figure 150 shows resonance curves from measurements of some differ-
ently moist sands. The resonance curves have been obtained from TDR 
measurements. The waveforms obtained from fast response time domain 
spectroscopy have been transformed to the frequency domain to yield the 
frequency dependencies [684].  
     The half-power bandwidth of the resonance curves increases with wa-
ter content of the samples, indicating that the imaginary part of the mate-
rial’s permittivity should be also considered in the theoretical model of the  
 

 
Figure 150. Magnitude 
|𝑆11(𝜈)| of scattering 
parameter S11 of mi-
crostrip antenna with 
length L = 40 mm of ra-
diating patch. Curves 
show results for the an-
tenna applied to differ-
ent sands: black, dry 
sand (water content θw = 
0, 𝜀′ = 3.9); blue, θw = 

0.062, 𝜀′ = 4.7; turquoise, θw = 0.124, 𝜀′ = 8.33 [684]. 
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loaded micro-strip antenna. The results also demonstrate inadequacy of 
the small antenna for the investigation of materials with large permittivity 
(𝜀′ ≳ 12), because the broadness of the resonance curves does no longer 
allow for a reliable evaluation of the resonance frequency νr. 
     In another mode of operation the measurement area of the sensor and 
the soil act as a parallel circuit of an inductance L and a capacitance C. This 
circuit is utilized as the frequency determining component of an oscillatory 
unit, the resonant frequency of which is simply given by the relation  
 

νr = (2π√𝐿𝐶)-1.                                                 (161) 
 

Since inductance and capacitance depend on the soil properties, the char-
acteristic frequency νr of the oscillatory unit can be used to determine the 
soil moisture via commonly applied empirical relations between the soil 
permittivity and its water content. 
     Figure 151 shows the dependence of the characteristic frequency of the 
oscillatory circuit upon the real part of the material permittivity. The slope 
dνr/d𝜀′ is particularly large at small 𝜀′, i.e. for dry soils. The printed circuit 
board of the actual sensor contains further measuring areas. The tight ar-
rangement of two overlying porous matrixes for soil water potential de-
termination in close combination with dielectric moisture content meas-
urement has proven a valuable improvement for applications, such as irri-
gation scheduling. Because of its comparatively low frequency of operation 
the dielectric sensor, as briefly discussed before, is less suited for soils 
with high salinity.  
 

 
 
 
 
 
 
 
Figure 151. Characteris-
tic frequency νr (Eq. 161) 
of an oscillatory circuit 
versus real part 𝜀′ of the 
permittivity of several 
liquids [683]. Light 
brown area indicates the 
range of permittivities of 
dry soil.  
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Figure 152. Sketch of two 
so-called ‘interdigitated’ 
electrode systems with 
electrical contacts A and B 
[685]. 

      
 
     An obvious sensor design is sketched in Figure 152. It basically consists 
of two ‘interdigitated’ electrode configurations on a substrate [685]. In the 
figure both configurations are distinguished by different colors. Each con-
figuration involves n strips of area A, stacked in parallel and separated by a 
distance d from one another, in the substrate material. Each electrode strip 
of a configuration is electrically connected to a common electrode, with 
contacts A and B (Fig. 152), respectively, to the electronic measurement 
system. When a voltage is applied between the electrode configurations, 
the fringing field interacts with the surrounding material. Hence the capac-
itance of the device depends on the permittivity ε of the dielectric. The 
capacitance of the sensor has been approximated as [685] 
 

 
 
 
 
 
 
Figure 153. Capacitance 
C of the interdigitated 
electrode sensor (Fig. 
152) versus soil fraction-
al water content η on a 
dry (mass) basis. The blue 
line is taken the calibra-
tion line of the instru-
ment [685]. 
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C ≈ (n-1)εAγ/d,                                                (162) 

 
where γ (≥ 1) denotes a fringing scale factor.  
     Using a LCR meter at 100 kHz the sensor capacitances C = 16.5 pF in air 
and C = 152.3 pF when fully submerged in water at room temperature 
have been measured for an array 10 mm by 8.5 mm, consisting of 29 inter-
digitated electrode strips [685]. This result suggests an offset C0 in the 
capacity and thus the relation 
 

C = ΔC∙ε + C0,                                                   (163) 
 

with C0 ≈ 14.8 pF and ΔC ≈ 1.72 pF. Figure 153 demonstrates the perfor-
mance of the sensor when a set of soil samples was used for calibration. A 
test of the sensor four months after calibration with a set of freshly pre-
pared soil samples demonstrated the stability of the calibration line and 
the ease of use of the device for low-cost soil moisture determination with 
minimal disturbance of the soil.  
     The low frequency at which sensor capacitance is measured is doubt-
lessly a drawback when saline soils are the focus of interest. The effect of 
frequency has been disclosed using a microstrip fractal sensor, referred to 
as Hilbert sensor [682]. Operating that device the phase velocity  

 
 
 
 
 
Figure 154. Phase shift Δφ 
due to phase velocity variation 
when microstrip Hilbert sensor 
[682] is applied to soils of 
different volumetric water 
contents θw (Eq. 4). The upper 
part shows results at 500 MHz, 
the lower part such at 2.5 GHz. 
Colors distinguish different 
soil salinities: black, distilled 
water used to wet the soil; 
blue, salinity = 0.029; tur-
quoise, salinity = 0.070. 
Adapted from Figure 7 of ref-
erence [682]. 
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c = c0/√𝜀tot                                                     (164)  

 
of a wave propagating along the sensor when interacting with the soil is 
measured. The total permittivity εtot(ν) of the soil (Eq. 31) contains the 
conductivity contribution which is inversely proportional to the frequency. 
At  500 MHz the results displayed in Figure 154 show well separated 
phase shift –versus– water content relations for soils with different salini-
ties. If the frequency of measurement is increased to 2.5 GHz, however, the 
curves obtained from the samples with different water content are close 
together, thereby greatly facilitating the water content determination at 
unknown salinity.  

 
 

5.2.3   Contactless sensing 
 
So far the focus was methods of in-situ soil moisture estimation, probing 
the soil water content at a point scale [686]. Such methods apply indeed 
beneficially to a variety of agricultural requirements. Due to their re-
striction to small observation areas, however, they are inappropriate for 
mapping surface soil moisture over large regions, as required as a primary 
parameter in climate models [687]. There are multiple demands for ex-
tended climate models, such as the need for a better understanding of cor-
relations between meteorological events and man-made near-surface at-
mospheric variations [688]. Evidence has been obtained, for example,  that 
irrigation in Nebraska has changed the amount of precipitation in Iowa 
and that irrigation in Texas has led to an increase in tornado activity [689]. 
Ground-based, airborne, as well as space-borne remote sensing techniques 
in the lower range of microwave frequencies have proven adequate tools, 
especially in meteorological and climatological research and applications 
[690, 691]. Some of these tools are briefly presented in the following sec-
tions. 
 
 
5.2.3.1   Microwave radiometry 
 
Since the microwave emissivity of soil is a function of water content radi-
ometry at L-band frequencies (1 – 2 GHz) has been considered a tool for 
the noninvasive soil moisture determination already in the seventies of the 
last century [644, 686, 692-694]. Microwave radiometry is a passive 
method based on the sensing of thermal radiation in a small frequency 
band. According to Planck’s radiation law [695] a black body radiates  



C. Hübner and U. Kaatze  180 

 
 
 
 
 
 
 

 

 

 

Figure 155. Spectral energy 
density spectrum of electro-
magnetic waves radiated from 
a black body at (T = 310 K). 
The light brownish area indi-
cates the L-band frequency 
range. 

 
 
electromagnetic waves with spectral energy density 

 
𝐵𝜈 =  

8𝜋𝜈2Δ𝜈

𝑐0
2

ℎ𝜈

𝑒ℎ𝜈 𝑘𝐵⁄ 𝑇 −1
 ,                                       (165) 

 
where h = 2𝜋ℏ is the quantum of action, referred to as Planck’s constant, and 
Δν is the width of a frequency band around ν. The spectral energy density of a 
black body at ambient temperature is shown in Figure 155. At ambient temper-
atures microwave energy is very small compared to thermal energy (hν ≪ kBT) 
so that the power radiated from a black body can be represented by Rayleigh – 
Jeans approximation [695] 
 

ΔP = kBTΔν.                                                      (166) 
 

This relation means that the temperature of a black body can be obtained 
as T = ΔP/(kBΔν) from the microwave power ΔP radiated in the frequency 
band Δν.  
     Any real materials, including soil, radiate thermal energy at lower rates 
than the black body. This fact is considered by the emissivity e of the mate-
rial, i.e. the ratio of the power of the thermal radiation from an actual sur-
face to that of the radiation from an ideal black surface [696]. For conven-
ience, the so-called brightness temperature is defined as  
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Tb = eT .                                                     (167)  
 

It can be calculated from the power radiated from a real surface using Eq. 
(166) analogously. Hence using microwave radiometry to measure the 
power which, per given frequency band, is radiated from the soil surface 
the emissivity e can be calculated when the natural temperature T is 
known. The emissivity, in turn, allows the soil permittivity and thus the 
water content to be estimated via adequate models. 
     A zero-order radiative transfer approach [696], referred to as Tau-
Omega model [644], is typically employed to model microwave emission 
from the soil surface. Using this approach, the vegetation effects are pa-
rameterized by the vegetation opacity tau and the single-scattering albedo 
omega. However, for dense vegetation, such as forest or mature corn, more 
physically motivated models have to be applied, in order to adequately 
account for the vegetation canopy scattering [697]. For homogeneous soils 
with smooth surfaces the Fresnel equations [695] are used to relate the 
emissivity to the dielectric permittivity of the soil. Noticeable soil surface 
roughness and layering in the soil, however, calls for more sophisticated 
models [698, 699]. 
     On a first glance, soil moisture monitoring at L-band frequencies ap-
pears to be inappropriate because of the comparatively small spectral den-
sity of black body radiation in that frequency range (Fig. 155). For various 
reasons the frequency band from 1.400 to 1.427 GHz has nevertheless 
been identified the optimum choice for soil moisture estimation. Firstly, 
this band is a protected radio astronomy band so that measurement errors 
due to interferences with radio frequency signals are effectively reduced. 
Radiometry in the L-band has also the advantage of being largely unaffect-
ed by cloud cover and solar radiation [696]. Hence L-band radiometers 
offer the possibility of continuous all-weather as well as day-and-night 
moisture monitoring. In addition, semi-transparency of vegetation cano-
pies at those frequencies facilitates observation of the underlying soil lay-
ers [700, 701]. The measurement depth is in the cm range, naturally de-
pendent on the water content of the soil.  
     Ground-based L-band radiometers are normally placed at heights rang-
ing from a few meters to more than 20 m above the surface. Instruments 
fixed on an arc spanning the test area are used [702] as well as such 
mounted on the back of a moving truck to allow for scanning of a larger 
area [686]. The horizontal footprint of the radiometer, i.e. the area from 
which thermal radiation is collected by the radiometer antenna, is evident-
ly dependent upon their height. As an example let us consider a set-up in 
which a horn antenna is fixed at a height 18 m above ground, with an ob-
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servation angle of 40° relative to nadir, and characterized by a -3 db full 
beamwidth of 12°. The -3 db footprint will be elliptic with half axes of 
roughly 3.2 and 2.5 m, thus spanning an area of about 25 m2 [644]. 
     Reliable radiometer operation requires internal and external calibra-
tion. The former consists of the measurement of the receiver output volt-
age when internal reference noise sources are connected to the radiometer 
input. It is typically realized before each actual measurement. The latter, 
normally performed once a day during continuous moisture monitoring, 
consists of measuring the output voltage when the antenna is directed 
towards targets of well-known brightness temperatures, such as the sky or 
a microwave absorber. On favorable conditions, experimental uncertain-
ties smaller than 0.02 or even 0.01 m³/m³ are reached. As mentioned be-
fore, however, soil heterogeneity and surface roughness as well as vegeta-
tion cover need to be considered by rather complex models and thus en-
hance the uncertainty in the soil moisture evaluation. 
 
 
5.2.3.2 Radar mapping  
 
By analogy with dielectric techniques of material characterization, applica-
tion of low-amplitude electromagnetic fields (sect. 2.2.2) is often useful in 
the soil moisture determination of large observation areas. Ground-
penetrating radar systems [686, 690, 703-705] are utilized for this pur-
pose. Both airborne platforms, typically operated as synthetic aperture 
radar (SAR) instruments [706], and global navigation satellite systems 
(GNSS, [644, 707-714]), such as GPS, are successfully practiced.  
     A SAR imaging geometry for soil moisture mapping is sketched in Figure 
156. The radar antenna (1) transmits series of pulses of length tp when 
flying across the site of interest and the backscattered signals are evaluat-
ed to yield information about the reflectivity, i.e. the dielectric properties 
of the ground. The pulses are concertedly processed in order to simulate a 
very long antenna aperture and to thus provide a high angular resolution 
in the along-flight direction. The ultimate resolution of an SAR system in 
this (azimuth) direction is limited [703] by the antenna length La (Fig. 
156). The ground-range resolution depends on the duration tp of the puls-
es and the incident angle θ of the radar beam as [703] 

 

rg =  
𝑐0𝑡𝑝

2sin𝜃
 .                                                         (168) 

 
Hence, in order to reach small distances rg at which two points can be 
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Figure 156. Radar imaging of 
soil moisture. 1, synthetic 
aperture radar antenna of 
length La and width Wa, situ-
ated, for example, on board of 
a shuttle; 2, trajectory of the 
antenna, moving with velocity 
v; 3, radiated electromagnetic 
pulses of duration tp; 4, nadir 
track; 5, imaged swath; 6, 
footprint with axis Wg in the 
ground range (across swath) 
direction and axis Lh in the 
azimuth (along-flight) direc-
tion; θ, incident angle; θv = 
λ/Wa, beam-width; λ, wave-
length. Adapted from Figure 1 
of reference [703]. 

 
 
distinguished from each other, very short pulses are commonly used and 
incident angles θ smaller than 15° are normally avoided.      
     A key feature of active radar techniques for soil moisture estimation is 
certainly the need for surface roughness which is indispensable for receiv-
ing reflected signals at nonvanishing incident angle θ. Hence the backscat-
tered radar pulses received at the antenna reflect predominantly infor-
mation about the surface structure. Besides, the interaction of the pulsed 
electromagnetic signals with the complex permittivity of the soil medium 
is important. The extent of interaction is not just controlled by the lateral 
footprint (6, Fig. 156) of the radar beam, but also by the penetration depth 
δp = 𝛼−1. Electromagnetic theory predicts the absorption coefficient of 
transversal electromagnetic waves as [715] 
 

α =  
𝜔√𝜀′(𝜈)

𝑐0
[(1 + tan2𝛿tot(𝜈))1/2 − 1]

1/2
                             (169) 

 
where (Eq. 31) 
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Figure 157. Penetration 
depth δp of radar signals 
as function of water con-
centration kw for loamy 
soil at three microwave 
frequencies [703]. Blue 
line, L-band; turquoise 
line, C-band; black line, X-
band.  
 

 

 

tanδtot = [𝜀′′(𝜈) + 𝜎/(ε0ω)]/𝜀′(𝜈) .                                   (170) 

 

Hence, as illustrated by the examples shown in Figure 157, the penetration 

depth decreases with water content, primarily because √𝜀′ increases, and 
it decrease with frequency, mainly because of the inverse proportionality 
δp ∝ ω-1. Of course, the enhancement of the loss angle with frequency is 
also important. With pure water, for instance, tanδtot (= tanδ) increases 
monotonously from 0.07 at 1.3 GHz to 0.48 at 10 GHz. Conductivity contri-
butions to the soil complex permittivity feature, however, the opposite 
trend. Regardless of fine details in the soil dielectric properties, the results 
displayed in Figure 157 suggest a multi-frequency approach to probe dif-
ferent soil layers. A multi-frequency mode of operation is also beneficial 
for increasing the signal-to-noise ratio [703]. Multi-look images of scenes 
are also produced by using polarized radar waves, i.e. horizontally polar-
ized waves (H) with their electric field pointing only along the length of the 
antenna (La, Fig. 156) and vertically polarized waves (V) whose electric 
field direction is along its height dimension (Wa, Fig. 156). Measuring the 
radar response at HH, VV, VH, HV configurations the amount of infor-
mation on the ground is increased since the scattering process depends on 
the polarization. Here the first letter denotes the polarization of the scat-
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tered wave (or receiving antenna) and the second letter characterizes the 
polarization of the incident wave (or transmitting antenna). Above all, 
multi-frequency measurements and consideration of polarization charac-
teristics contribute to a better separation of effects from surface roughness 
and soil moisture. 
     Though active radar systems provide data with high spatial resolution 
at reasonable penetration depths, the method suffers from the high sensi-
tivity of the measurement signals to the topology and roughness of the soil 
surface [687, 716, 717]. Various empirical scattering models [718, 719] 
have been developed to appropriately account for the geometric structure 
of the soil. These models need, however, site-specific calibrations and, un-
fortunately, no universal model exists that provides soil water content 
determination with sufficient accuracy for hydrological applications [686, 
719]. In addition, active radar sensing is greatly affected by vegetation 
canopies [686, 703]. Figure 158 reveals the vegetation transmissivity T for 
signals of three frequency bands. According to our expectations the trans-
missivity decreases with increasing mass of biomaterial per surface area. 
In accord with the penetration depth (Fig. 157) it decreases also with the 
frequency of the radar signal. Hence again low-frequency (L-band) signals 
are favorable in soil moisture measurements.  
     In order to keep the beneficial spatial resolution of active radar systems 
and to extend the range of application beyond the limitations set by sur-
face roughness and vegetation effects, ground-penetrating radar is often 
jointly employed with other methods, such as passive microwave radiome-
try discussed before [686]. Also promising are combinations of ground-
penetrating radar and electromagnetic induction (EMI) techniques  [704]. 
 

 
 
 
 
Figure 158. Vegeta-
tion canopy transmis-
sivity T as function of 
biomaterial surface 
density (mass per ar-
ea) for electromagnetic 
signals of different 
frequency bands. The 
data refer to the HH 
polarization configura-
tion [703]. 
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EMI yields the depth-weighted average of electrical conductivity within a 
given column. As an inductive method it does not need electrodes and en-
ables measurements without any ground contact. Instruments with coil 
spacing of, for instance, 0.36 m and an operation frequency of 9.8 kHz are 
available. 
     Modern active soil moisture measurement techniques utilize the power 
variations of signals from global navigation satellite systems (GNSS). The 
direct signals (2a, 2b, respectively, Fig. 159) from the GNSS satellite and 
the signals reflected from the ground (3a, 3b) are received at the antenna 
(5) and add up at each satellite position to the registered signal power. 
Due to the different distances from the satellite to the antenna the super-
position of the direct and reflected signal constitutes an interference pat-
tern, the amplitude and phase of which depend upon the complex reflec-
tion coefficient of the ground. Since in turn the reflection coefficient de-
pends on the soil dielectric permittivity and thus water content [710] the 
soil moisture can be inferred from the interference pattern. 
     GNSS signals comprise the L-band frequencies 1.226 and 1.574 GHz, 
corresponding with free-space wavelengths λ0 = 24.45 and 19.05 cm, re-
spectively. For soil moisture measurement dual frequency sensors which 
are permanently installed in geodetic networks are used as well as lower 
cost single-frequency devices. For a satellite pass from θe = 5° to 30° eleva-
tion and an antenna height ha = 2 m the reflections shift from the distance 
of 70 to 2 m from the antenna [644]. The satellite needs about one hour for 
this passage during which a surface area of roughly 70 m ⨯ 4 m is scanned. 
     Soil moisture changes can indeed be directly inferred from the interfer-
ence pattern, especially from the variations in the phase of the interfero-
gram [711]. Absolute values of the water content of the soil require again 
local calibrations applying in-situ moisture sensors. Like other ground- 
penetrating active radar systems, the method is restricted to bare soil or 
only sparse vegetation cover.  
 
 

Figure 159. GNSS 
configuration. 1a, 
1b, satellite at 
positions a and b, 
2, direct signal 
paths; 3, reflected 
signal, 4, ground; 
5, antenna with 
height ha; θe, eleva-
tion angle [644].  
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5.2.3.3 Surface waves 
 
A related cost-effective active method is based on the observation of the 
propagation characteristics of low-frequency electromagnetic surface 
waves [644, 720-723]. Using signal sources in the kHz to MHz frequency 
range, such an approach aims at large-scale soil moisture estimates by 
correlating the amplitude and phase properties of the waves with the die-
lectric permittivity and electric conductivity of the soil. A typical meas-
urement configuration is sketched in Figure 160. By measuring at the re-
ceiver positions R1 and R2 the amplitude and phase of a radio-frequency 
surface wave, radiated from the transmitting antenna T, the average soil 
properties along transects d1, Δd, as well as d2 = d1 + Δd can be determined.  
     In principle, man-made transmitters and receivers allow for continuous 
measurement. Because of disturbances from other sources, however, se-
lected periods of time are useful for soil moisture evaluation. Most disturb-
ing are reflections of the measurement waves from the ionosphere bound-
ary which lead to multipath propagation and adverse interferences. For 
that reason, an optimum measurement time is around noon when solar 
radiation results in strong ionospheric absorption and thus a minimum of 
reflection.   
      
 

Figure 160. Sur-
face wave propa-
gation. 1, soil; T, 
transmitter; R1, 
R2, receivers at 
different distanc-
es from T [644]. 

 
 
     The receiver distances amount from some tens of kilometers to a few 
hundred kilometers. Hence integral soil properties on a very large scale 
are provided by this technique of measurement. The propagation of sur-
face waves depends primarily on the soil electrical conductivity. The die-
lectric permittivity adds only a minor effect. Calibration is currently based 
on empirical relationships, based on reference point sampling along se-
lected paths [724]. In a two year field study several existent soil moisture 
and groundwater monitoring stations along the measurement section 
were utilized in order to calibrate the data [722]. In that study the DCF77 
signal transmitted by the German long-wave time code and standard-
frequency radio station in Mainflingen, Germany, was used. Three receiver 
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stations were lined up at distances of 20 km from each other to measure 
the phase transition of the surface waves. The GPS signal was taken as a 
reference in the phase transition measurement. 
 
 
5.2.3.4 Free power line sensing 
 
High-voltage power transmission lines, transporting energy as alternating 
current at frequencies of 50 or 60 Hz, can be utilized to monitor soil mois-
ture variations below the lines on length scales of several km. In such ap-
plication the freely suspended metallic power line acts as an antenna for 
additionally applied electromagnetic waves, the field of which is affected 
by the soil moisture and can thus be used for non-destructive sensing 
[671]. For this purpose, amplitude and phase of the high-frequency signal 
have to be determined with sufficient accuracy. A vector network analyzer 
combined with a S-parameter test set (Fig. 161) has proven to provide the 
required sensitivity and to allow for an adequate signal-to-noise ratio. 
Since synchronized comparison of the transmitted signal with the network 
analyzer output signal is difficult at long transmission lengths, the input 
reflection factor S11 of the line is used in the measurements instead of the 
power transmission factor.  
     Protection of the high-frequency instruments from electrical damage 
can be achived with the aid of the capacity post of TFH equipment. TFH, a 
carrier frequency technique, has been used for a long time in order to iso-
late low-voltage high-frequency instruments from the high voltage of pow-
er transmission lines. So far measurement signals at frequencies between 
50 and 500 kHz have been used for soil moisture determination [671]. 
 
 

Figure 161. Set-up 
for soil moisture de-
termination utilizing 
high-voltage power 
lines [671]. 1, vector 
network analyzer 
with signal output S, 
reference port R, in-
put ports A and B; 2, 
S-parameter test set; 
3, TFH equipment; 4, 
power line; 5, process 
control computer. 
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5.3    Snow cover and snow wetness 
 

Snow is a form of precipitable water which, however, requires special at-
tention because of the lag between the dates when it falls and when it con-
tributes to the runoff and groundwater recharge, becoming involved in 
further hydrological processes. Snow cover, wetness, and density are of 
inestimable importance in climatology and hydrology, both on local and 
global scales. Illustrative examples are avalanche forecast and warning as 
well as glacier development and melting, with implications for flood pre-
diction, drainage basin management, and optimization of hydro power 
generation. The seasonal transition from predominantly frozen to non-
frozen terrestrial conditions in large areas of the earth acts a major influ-
ence on regional to global weather patterns and carbon source-sink dy-
namics and attracts thus considerable attention. Snow is a mixture of ice 
particles with inclusions of air and liquid water. It constitutes one of the 
simplest heterogeneous materials which is freely produced by nature. 
Snow is, therefore, also investigated as a model for granular media. 
     At frequencies above roughly 100 kHz the dielectric permittivities of the 
three constituents vary significantly: 𝜀′ = 1 for air, but 3.15 [725, 726] for 
ice (Fig. 130) and 87.9 [137, 145] for water at 0°C and 100 kHz ≤ ν ≤ 1 GHz. 
These wide differences in the dielectric properties of the constituents ren-
der electromagnetic techniques favorable tools for non-invasive or weakly 
invasive snow mapping and snow moisture estimation.  
     The requirements in snow wetness estimation often conform to the 
conditions of soil moisture determination. Various measurement tech-
niques introduced in section 5.2 are therefore slightly modified to apply to 
snow monitoring. A common feature of both fields of application is the 
complementary use of small area or point measurement methods on the 
one hand and of methods matched to large area observations on the other 
hand. 
 
 
5.3.1 Dielectric properties of snow 
 
Because the dielectric relaxation of ice occurs in the lower kHz range (Fig. 
130), dry snow as a mixture of ice and air is not expected to feature relaxa-
tion behavior at frequencies above 1 MHz. However, internal electric fields 
tend to somewhat reduce the relaxation time, i.e. to shift the relaxation of 
dry snow to slightly higher frequencies with respect to ice. Dielectric per-
mittivity measurements at snow densities between 0.08 and 0.41 g∙cm-1 

and temperatures between -10 and 0 °C have yielded relaxation frequen-
cies (2πτ)-1 in the 5- to 60-kHz range for dry snow [727, 728]. For fine and  
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Figure 162. Real part 
𝜀′ of the complex die-
lectric spectrum for 
coarse (circles, black 
line) and fine grained 
(points, blue line) wet 
snow [729, 730] as 
well as for ice at 0°C 
(light brown line, Fig. 
130). The arrow 
marks the relaxation 
frequency of ice. The 
inset shows 𝜀′ data as 
function of snow den-
sity ρ: ●, dry snow, 

0.1 ≤ ν ≤ 30 GHz; dashed line, 1% water added, 0.1 ≤ ν ≤ 3 GHz [731].  
 
 
coarse grained snow samples Figure 162 shows real parts of dielectric 
spectra in the low-frequency region. Whereas the coarse-grained sample 
spectrum nearly displays Debye relaxation behavior like ice, the spectrum 
for fine grained snow reveals a noticeable distribution of relaxation times. 
This difference in the relaxation characteristics does not seem to be due to 
a size effect. Rather the shape of the samples is different, resulting in quite 
unequal depolarization factors of the ice particles [730]. Unfortunately the 
measurements of snow’s dielectric properties have not been conducted to 
sufficiently low frequencies in order to allow for a clear identification of 
the relaxation frequencies.  
     At frequencies above the dispersion region the real part of the permit-
tivity of dry snow is predominantly controlled by the snow density ρ (Fig. 
162, inset). No noticeable difference in the 𝜀′ – versus – ρ relations for new 
fine grained snow, undisturbed snow, aged snow, and coarse old snow was 
found [732]. Analytically the real part 𝜀d

′  of the permittivity of dry snow 
has been represented by [733] the equation 
 

𝜀d
′ = 1 + 1.7𝜌d + 0.7𝜌d

2 ,                                      (171) 

 

where 𝜌d is the ratio of the so-called dry density of snow to the density of 
water. The dry density refers to snow in which all water is replaced by air. 
The permittivity of wet snow has been modeled as [733]  
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𝜀s
′(𝜈) = 𝜀d

′ + 𝑊𝜀w
′ (𝜈)                                                  (172) 

 

and  

 

𝜀s
′′ = 𝑊𝜀d

′′(𝜈)                                                          (173) 

 

with the same factor 

 

W = 0.1∙θw + 0.8∙ 𝜃w
2                                                   (174) 

 

for both the real and imaginary part. According to these relations the fre-
quency dependence in the permittivity of wet snow follows that of water.  
 
  
5.3.2 Invasive and weakly invasive sensors  
 
Localized measurements are again run in frequency domain [725, 734-39] 
or time domain [740, 741]. Combinations of both techniques are also ap-
plied [670, 742-745]. They are particularly useful when investigations 
aspire to the simultaneous determination of water content and snow den-
sity, utilizing, for instance, the different dielectric spectra of water and ice 
(Fig. 130).  Often sensors that have been already tried and tested in soil 
moisture applications are adapted to snow wetness measurements. Exam-
ples are rod antennae [736, 738] similar to those shown in Figure 138. 
When applied to snow, two-rod antennae are sometimes named “snow 
fork” [733, 738]. Interesting, a snow fork [733] and a five-rod probe [736] 
have been operated as resonators. In correspondence with an open-ended 
coaxial line resonator [731, 735], the snow complex permittivity is calcu-
lated from the shift of the resonance frequency and the increment in the 
half-power bandwidth of the resonance curve (Fig. 45) when the snow 
probe is loaded.   
     Other expedient snow sensors are flat ribbon cables, as sketched in Fig-
ure 141, and long flat band cables [670, 741-745]. The latter are typically 
used in transient time measurements as described in section 3.2.1 and 
allow for snow wetness determination on a length scale up to 100 m [741]. 
In principle cable sensors suffer from their invasiveness. In many applica-
tions, however, they can be positioned in anticipation of snowfall so that 
they are successively enclosed by snow with minor disturbance of the 
snow pack. The vertical arrangement of the flat band cable sensor (Fig. 
163) allows for convenient continuous snow depth determinations.  
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Figure 163. Installation of a 
flat band cable sensor for 
snow depth determination by 
transit time measurement. 1, 
snow; 2, cable sensor; 3, feed-
ing coaxial cable; 4, sampling 
head; 5, step-voltage genera-
tor; 6, sampling scope; 7, sen-
sor mount. 

 
 
     Changes in the characteristic impedance of the cable exist at the transi-
tion between the feeding coaxial cable and the sensor as well as at the 
snow-air and sensor-air interfaces. The time intervals in the sequence of 
reflected signals are thus directly utilized for the determination of the ac-
tual snow depth. Because of the relatively small difference in the permit-
tivities of snow and air the corresponding signature in the time domain 
signal has to be first accentuated, e.g. by adequate amplification. Vertical 
snow pack structures have been also resolved using a sloping instead of an 
upright cable sensor [741] and appropriate reconstruction software. 
 
  
5.3.3 Non-invasive measurements 
 
Like soil moisture, snow cover and wetness in large observation areas are 
important parameters for climate models and for our understanding of 
meteorological events. Hence there are serious demands for snow sensing 
and freeze/thaw status monitoring over large distances. Microwave meas-
urements benefit again from their day and night application throughout 
the year. Differently from soil moisture estimation, snow dielectric proper-
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ties are preferably determined at higher frequencies. The reason for the 
different frequency ranges in soil moisture and snow applications is the 
higher sensitivity of L-band (1 – 2 GHz) signals to vegetation stem and soil 
properties, whereas vegetation canopy (Fig. 158) and snow surface fea-
tures have a stronger effect at higher frequencies. Frequently Ku-band (12 
– 18 GHz) signals are applied. 
     Satellite microwave radiometers (sect. 5.2.3.1) are exploited to investi-
gate snow cover, preferably via determination of the brightness tempera-
ture Tb (Eq. 167). For instance, daily dual-frequency (19 and 37 GHz [746, 
747]) and dual-polarization [747] Tb data evaluations have provided glob-
al maps of the freeze/thaw dynamics. The freeze/thaw variability at re-
gional scales has been extracted with daily temporal precision and resolu-
tion of about 25 km from active radar data (sect. 5.2.3.2) as available from 
a spaceborne Ku-band scatterometer [12, 748]. It is again the considerable 
difference in the complex dielectric spectra of solid and liquid water (Fig. 
130) which allows to differentiate between dry and wet snow.  
     Valuable information for meteorological and glaciological studies, in-
cluding ice dynamic constraints and mass balance estimations, are availa-
ble from snow pack and ice sheet thickness determinations [749]. Space-
borne radar altimetry has proven a suitable tool for remote sensing of the 
surface topography and surface height variations. Radar altimeters are 
active devices, normally operated at Ku-band frequency (e.g. 13.6 GHz 
[749]). Dual-frequency altimeters with an additional signal at C-band fre-
quencies (e.g., 5.2 GHz) allow for adequate ionospheric corrections. The 
pulsed Ku-band wave radiated by the radar transmitter is partly reflected 
from the surface of the snow pack or ice sheet. The remaining part pene-
trates within the medium where it is reflected at internal layers. At given 
frequency the surface backscattering depends on snow roughness and 
snow density and the absorption coefficient on snow temperature.  
     Due to the penetration of the radar signal within dry and cold snowpack 
and ice sheet reflections come from both the surface and subsurface layers. 
The former are named “surface echo”, the latter “volume echo”. An exam-
ple of an altimetric backscattering profile is given in Figure 164 where  
 

 
 
Figure 164. Altimeter back-
scattered energy as function 
of return time [749]. The total 
signal is a sum of the surface 
echo (blue) and the volume 
echo (light brownish).    
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the surface echo is indicated by blue and the volume echo by brown color. 
Such profiles are analyzed in order to distinguish between effects of differ-
ent parameters, of which some have been mentioned before, and to deduce 
the snow pack/ice sheet topography and also other relevant properties 
such as surface roughness [749]. 
     Albeit spaceborne-based passive and active radar techniques are most 
promising tools for snow cover and snow wetness applications in large 
observation areas, they are unsuitable for the remote sensing of the daily 
melt-freeze cycles in high mountains. In high mountains liquid water con-
tent of snow needs to be known with high temporal and spatial resolution 
because it is a major indicator for snow melt and snow stability and is thus 
a key parameter for avalanche and flood forecast as well as for water res-
ervoir and hydropower management [750]. Current satellite-based remote 
sensing, with its daily temporal precision and its course spatial resolution 
of about 25 km, does not provide adequate information for application in 
the complex topography of high mountains. Alternatively, because of the 
complex topography, in situ water content observations at relevant snow-
covered high mountain sites are difficult to perform and are even prohibit-
ed in avalanche-prone zones. For those reasons snow wetness measure-
ments have been proposed using L-band microwave signals transmitted by 
satellites of a global navigation satellite systems (GNNS). In correspond-
ence with soil moisture applications (sect. 5.2.3.2) the effect of the com-
plex permittivity of the ground on the reflected GNSS signals is utilized in 
the measurements. Employing low-cost receivers and antennae matched 
to the global positioning system (GPS) liquid water content of snow in al-
pine terrain has been determined recently and the onset of melt as well as 
the daily freeze/thaw cycles have been clearly detected [750]. 
 

5.4    Moisture of buildings and building materials 
 
Moisture of construction elements and air humidity are crucial parameters 
for both the durability and the in-door climate of buildings.  Most construc-
tion materials, such as brick, lime sand brick, freestone, mortar, concrete, 
and rock wool insulation are porous. They are therefore able to hold vari-
able amounts of extra water owing to capillary forces. A very large portion 
of the world’s heritage buildings, but also most present constructions, are 
made from such porous materials and are thus prone to adverse effects of 
water in excess.  
     There are three main causes of wetness of construction elements: con-
densation of humidity, rain penetration due to defects in liquid tightness of 
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the building’s face, and rising moistness because of leakage in the build-
ing’s bottom area. All these causes involve a reduced service life time of 
the building and need to be eliminated. Condensation of humidity does not 
just entail wet walls. It is often accompanied by fungal infestation causing 
material-damaging effects and often also severe impairment of human 
health. Excess water in concrete elements may provoke corrosion of rein-
forcing bars and thus, in the long term, result in progressive damage of the 
relevant construction. Water may also dissolve and transport existing salts 
which tend to segregate near dry areas of the component. Because of their 
hygroscopic properties most crystallized salts in turn adsorb water, often 
leading to a significant increase in volume. This way damage will inevita-
bly occur even after drying. 
     In many parts of our planet events of water penetration of buildings and 
building elements have increased due to environmental influences and to a 
growing number of natural hazards, especially of flooding catastrophes. 
For this reason, the demands to precisely monitor and measure the mois-
ture content of constructions have increased. This is particularly true since 
the precise knowledge of the moisture distribution has proven to minimize 
the actual repair time and costs. Also the optimization of the construction 
time for new buildings calls for strict moisture inspection in order to pre-
vent secondary damage. Occasionally moisture sensors are integrated 
right from the beginning in order to enable continuous moisture observa-
tion for a lifetime [21]. 
     Electromagnetic methods have evolved into valuable tools to monitor 
and measure the moisture content and moisture distribution in civil engi-
neering [751-754]. They are successfully employed by building profes-
sionals and building researchers as well, even though the former need 
normally only the long-term trend in the relative moisture content where-
as the latter aim at the absolute moistness [755]. Sometimes building re-
searchers therefore prefer more sophisticated methods even though they 
can be applied in laboratory experiments only.  
 
 
5.4.1 Complex conductivity: spectral induced polarization 
 
In addition to their moisture sensitive dielectric properties, building mate-
rials mostly reveal electrolytic conductivity which in turn measurably de-
pends upon water content. Hence, in principle, specific electric conductivi-
ty σ (Eq. 30) can also be utilized to estimate moisture. Admittedly, the po-
tential of conductivity measurements has been disregarded for a long time 
because a variety of phenomena affects the (direct current) conductivity of 
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the materials and renders the evaluation of σ data in terms of water con-
tents difficult. Recent advances in accurate broadband laboratory meas-
urements and adequate modelling of electric conductivity [756], however, 
are promising and give rise to expectations of future applications in near-
surface moisture investigations. For that reason complex permittivity ap-
proaches, also named ‘spectral induced polarization’ methods [751], are 
briefly introduced.  
     In heterogeneous or microheterogeneous materials ions cannot move 
freely. Rather they are impeded by interfaces or electrical double layers 
[503]. By analogy with polarization (sect. 2.2.3) retardation in the conduc-
tivity leads to a frequency dependence and a phase shift in the ion current 
density (Eq. 30) with respect to the electrical field when the material is 
exposed to a sinusoidally varying signal. This effect implies a frequency 
dependent and complex specific conductivity  
 

𝜎(𝜈) = 𝜎′(𝜈) + 𝑖𝜎′′(𝜈) .                                          (175) 
 

The real part 𝜎′(ν) represents the current density in phase with the field. It 
corresponds with the normal conductivity. The imaginary part 𝜎′′(𝜈) is 
considering the out-of-phase current and thus reflects polarization. Meas-
urements can be done both in the frequency domain and in the time do-
main by injecting a monofrequently alternating current or a current step, 
respectively, and measuring the responding voltage across the sample 
under consideration. In frequency domain applications the range between 
1 mHz and 1 kHz has proven adequate: measurements at lower frequen-
cies are inexpediently time-consuming, measurements at higher frequen-
cies run the risk of contributions from dielectric loss in 𝜎′′(𝜈).  
     In order to effectively reduce electrode polarization effects, measure-
ments are favorably performed in accordance with four-terminal systems 
which are provided with a pair of electrodes for feeding the current and 
another (inner) pair for measuring the potential difference across a given 
distance. The latter may be constructed as thin needles with high input 
impedance. Small effects of electrode polarization can be reached thereby 
down to comparatively low frequencies. In frequency domain observations 
both the amplitude and phase (relative to the alternating current) of the 
voltage are normally measured so that the real and imaginary parts of the 
complex conductivity can be calculated as function of frequency. 
     Recently first approaches toward three-dimensional moisture profiles 
of construction elements have revealed the potential of electrical imped-
ance tomography (EIT) for applications in civil engineering [757,758]. As 
mentioned in chapter 3.3.2 before, so far EIT [384, 427-432, 759] has been 
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Figure 165. 
Scheme of an elec-
trical impedance 
tomograph. 1, 
sample; 2, multi-
plexer for the feed-
ing and transmit-
ted signals; 3, cur-
rent source; 4, 
voltmeter; 5, pro-
cess control com-
puter. Sn, n = 1,…N, 
denote the current 
and voltage elec-
trodes. 

 
 
predominantly used as a tool for medical diagnosis [386-391, 398-404, 
760-764] but also for multiphase flow imaging [406, 407]. Geophysical 
applications [765], such as environmental remediation [766], have been 
also reported. 
     Similar to the microwave tomograph in Figure 74, the scheme of an EIT 
system is depicted in Figure 165. In this scheme current and voltage elec-
trodes are not distinguished. Rather the process control computer is as-
sumed to select suitable pairs of electrodes for current injection and po-
tential difference measurement, to store the relevant data and to evaluate 
the resulting impedance patterns.  
     Depth profiles of moisture in building elements can be obtained from 
simple scalar conductivity (or electric resistivity) measurements using 
sensors with distributed electrodes. An example is depicted in Figure 166. 
The sensor consists of a number of electrode rings separated by isolating 
spacer rings. When inserted into the material under test a voltage is ap-
plied to a selected pair of neighboring electrodes and the resulting current 
is measured. Shifting successively the activated pair of electrodes along the 
axis of the device yields the moisture profile via the local electrolytic re-
sistance of the material [767]. Sensors with electrode ring height 2.5 mm 
have been employed, for instance, for the long-term tracing of the water 
content in concrete building elements. Examples are the study of the cur-
ing process and the evaluation of the benefit from hydrophobizing con-
crete slabs. Also the performance of road surface waterproofing has been 
monitored with the aid of built-in multi-ring electrodes [767].  
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Figure 166. Multi-ring electrode 
measurement system for electric 
resistivity measurements [767]. 1, 
construction element; 2, sensor 
with 2a, stainless steel electrodes 
and 2b, isolating spacer rings; 3, 
multiplexer, 4 electronic meas-
urement device; 5, process control 
computer. 

 
 
5.4.2 Dielectric measurement applications 
  
5.4.2.1 Inserted and embedded sensors 
 
Many methods of moisture determination in civil engineering, including 
such in harsh environment like in bioreactor landfills [768, 769] and salt 
mines [665, 770, 771], use sensors that are inserted or embedded in the 
material under consideration. Often they rely on transit time measure-
ments using TDR set-ups as introduced in section 3.2.1. Differences apply 
predominantly to the choice of the proper sensors.  
     Flat ribbon cables (section 5.2.1.2) are most popular for large area mois-
ture monitoring [665, 769-772]. They are also applied as sensing element 
of low cost network analyzer set-ups in order to gain the embedded cable 
impedance in the frequency range between 1 and 200 MHz [21, 666]. 
     An illustrative application is the integration of modified cable sensors in 
a concrete bridge which allow for the persistent inspection of the con-
struction for potential moisture ingress [21]. As a byproduct the sensors 
revealed a continuous decrease in the mean water content of the concrete  
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Figure 167. Element of the 
flat ribbon cable sensor 
with coaxial line bypass 
[21]. 1, sensor element; 2, 
3, feeding and receiving 
coaxial line, respectively; 4, 
coaxial bypass; 5, switch. 

 
 
over several years. In this, as in many other applications, the sensing sys-
tem is to first of all indicate whenever the water content within the con-
struction increases. In addition it should permit to approximately localize 
the leaky part. For that reason the flat ribbon cable is divided into seg-
ments of adequate length, of which each one can be gated separately. For 
this purpose each segment can be by-passed by a piece of coaxial line as 
sketched in Figure 167. The switches for the selection of a sensor segment 
may be accessed via extra control line or by applying suitable dc signals to 
the coaxial lines [21]. 
     Small semi-rigid flat band cables with a width of only 5 mm have been 
applied in transition time measurements for the inspection of historical 
buildings [752, 773]. Such sensors need boreholes of minor diameter only 
(≲ 7 mm) for their insertion in building elements. They can thus be used to 
investigate the moisture distribution in protected monuments.  
     Several applications use two-rod fork-like antennae [768, 774-778] as 
described in section 5.2.1.1 and depicted in Figure 138 B. In order to re-
duce the borehole diameter when the sensor is to be inserted into building 
elements miniprobes are used which consist of two thin wires with 0.8 
mm diameter and 5 mm spacing [775, 778]. On the contrary, more ex-
panded multi-rod transition lines containing one live conductor and three 
screening conductors have been also proposed as sensor in which the elec-
tromagnetic field permeates only in a more localized region of the material 
[779]. Such sensor resembles the four-rod antenna (Fig. 140) used for soil 
moisture determination [650, 656-658]. 
     In addition to the prevailing transit time measurements, frequency do-
main techniques are occasionally applied. An example is the resonance 
frequency and quality factor (Fig. 45) observation permitted by comple-
menting a two-rod sensor by a coil (Fig. 168). The metallic rods may be 
considered a capacitor in parallel with a resistor. Hence the total device 
operates as a LCR-circuit. At the resonance frequency of about 4.7 MHz 
[776] the resonance frequency is predominantly a function of the real part 
of the complex permittivity of the material surrounding the rod antennae.  
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Figure 168. Resonant sensor 
consisting of two metallic rods 
(2) inserted in the material 
under test (1) and an inductive 
coil (3). The magnetic field of 
the measurement coil (3) cou-
ples to the receiving coil (4) 
that connects the sensor to the 
electronics (5), such as an im-
pedance analyzer. 
 

 
The quality factor depends mainly on the material’s electric conductivity. 
After appropriate calibration of the sensor measurement of its resonance 
frequency and half-power bandwidth thus allows to evaluate the complex 
impedance of the material under test. Miniaturized resonant sensors pro-
ceed from an interdigitated electrode array (Fig. 152) serving as capacitor. 
Such an array is completed by an inductive spiral line system on the same 
single-sided printed board [780, 781]. The complete device may be like-
wise represented by a LCR-circuit. For moisture measurements at about 
35 MHz a sensor with total length as small as 46.5 mm and broadness of 
only 31.5 mm has been used [781]. As with the more conventional lumped-
element system shown in Figure 168, the coupling of the electronic circuit 
can be reached by an external antenna.  
     The frequency dependence in the dielectric properties of building mate-
rials may be obtained from frequency domain measurements applying 
network analyzers and cells based on coaxial line technology [782, 783]. If 
specific care is taken to guarantee a well-defined material density and to 
avoid air gaps between the measurement cell and the sample, coaxial 
transmission lines are suitable for the study of granular materials, such as 
bentonite and sand [783]. In order to circumvent careful drilling for pre-
cisely fitting the sample between inner and outer conductor, solid material 
is more favorably placed in the cylindrical section of a coaxial line - circu-
lar waveguide transition [782]. Depending on the sample permittivity and 
the frequency of interest a cut-off type cell with vanishing coaxial line part 
(b in Fig. 36) may be appropriate for a cell with metallic end face as short 
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[782]. Measurements are performed in a reflection mode. Again air gaps 
must be carefully avoided. 
 
 
5.4.2.2 Fitting devices and contactless sensing 
 
In most cases noninvasive water content determinations of buildings and 
building materials rely on a reflection mode of measurement. Measure-
ment frequencies extend normally to some GHz [234, 684, 784-790], sev-
eral studies use signals at the prominent frequency 2.45 GHz, correspond-
ing to a wavelength of 12.2 cm in free space. 
     Transient time measurements with the aid of a suggestive two-strip line 
probe of 100 or 200 mm length (Fig. 169) yield the surface moisture of the 
building material under investigation. The time which the pulse needs to 
propagate along the line and be reflected back to its input is determined 
and evaluated in terms of the surface wetness. The relation between this 
time and the wetness, however, is complicated due to the complex struc-
ture of the system. The pulse does not just propagate in the material under 
test but also in the plastics (3, Fig. 169) supporting the strip lines and in 
air. For that reason specific calibrations are required for the reliable de-
termination of the water content from the transient time data. 
     Transient time techniques can also be operated in a transmission mode 
placing the building material between a transmitting and a receiving an-
tenna [792]. Accuracy may be increased by comparing the transient time  
  
 

Figure 169. Surface 
probe for transient 
time measurements 
[791] along with TDS 
system. 1, element 
under study; 2a, 2b, 
two-strip line; 3, base 
plate made of plas-
tics; 4, transformer 
connecting line 2 to a 
coaxial line; 5, sam-
pling head; 6, step-
voltage generator; 7, 
sampling scope. 
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to that required to pass a length of a suitable reference material, such as 
air. Bench-scale units have been operated both in reflection and transmis-
sion mode applying broadband Gaussian pulses with center frequency 4.7 
GHz and 3.2 GHz bandwidth [787]. The transient time and also the reflect-
ed energy have been considered in view of their suitability for moisture 
determination. 
     Many techniques in use are based on classical reflection coefficient 
measurements applying frequency domain [234, 785, 788-790] or fast-
response time domain approaches [784]. Horn antennae are convenient 
[788, 790] but also flanged open-ended coaxial line probes ([234], Fig. 35) 
and arrays of antenna with different gradation of their penetration–depth 
[789]. The latter enable moisture mapping in different layers.  
     In contrast to horn antennae, sensors which, like the two-strip line 
probe (Fig. 169) and the flanged open-ended coaxial line probe (Fig. 35), 
are directly attached to the sample require reasonably plane sample sur-
faces. Non-contact microstrip antennae can be applied even to temporally 
fluctuating surfaces, for example to monitor the water content of fresh 
concrete in a cement mixer [785]. A version of a suitable antenna array is 
depicted in Figure 170. The passive or active reflector (3, Fig. 170) may be 
designed to rotate the direction of polarization of linearly polarized inci-
dent waves by π/2. Primary sensitivity of the receiving antenna for waves 
polarized in this way suppresses effectively direct crosstalk of the incident 
signal. Multi-frequency operation helps to adequately consider the effects 
 

 
 
 
 
Figure 170. Principle of non-
contact water content moni-
toring in cement mixers [785]. 
1, fresh concrete; 2, extremely 
hard protection of 3, polariza-
tion changing reflector device; 
4, protection (made, e.g. of 
polytetrafluorethylene) of 5a, 
transmitting and 5b, receiving 
microstrip antenna, respec-
tively; 6, signal source; 7, re-
ceiver; 8, computer for process 
control and data analysis. 
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of the varying concrete thickness and thus changing distance between the 
sample surface and the transmitting and receiving antennae. The reflector 
(3) and the antennae (2a, 2b) need to be protected against the chemically 
and mechanically aggressive fresh concrete by adequate materials. A silic-
ium nitride cap (2) and a PTFE sheet (4), for instance, have proven suitable 
[785].  
     Open-pored ceramics is also available as cover material to shield dam-
ageable sensing elements from aggressive materials. A sensor, mainly con-
sisting of an Archimedian spiral within a short piece of circular waveguide 
has been protected by a commercial ceramic that provides water exchange 
with the sample [790]. The sensor constitutes a resonator with resonance 
frequency at around 2 GHz. The waveguide is operated below the cut-off 
frequency of its TM01 mode and thus prevents radiation of electromagnetic 
energy. Alternatively, for moisture measurements at frequencies of about 
2 GHz resonant microstrip antennae, realized on a conventional substrate, 
have been proposed [684].  
 
 
 5.4.3 Mixture relations 
 
As with soil moisture (Eq. 152) and snow wetness (Eqs. 172-174) specific 
mixture equations are necessary in order to relate the measured apparent 
permittivity εa of the building material or building element to the desired 
(volumetric, Eq. 4) water content θw. Various empirical equations, among 
them such originally derived to apply to soil moisture [645, 793, 794] have 
been tested. It was found that relation [755] 
 

𝜀𝑎 = [𝜃w𝜀w
𝛼 + (1 − 𝜙)𝜀sol

𝛼 + (𝜙 − 𝜃w)𝜀air
𝛼 ) ]1/𝛼                 (176) 

 
applies reasonably to various building materials if only the real part of the 
permittivity is considered. In this relation, θw and εw are the volume frac-
tion and permittivity of water, ϕ is the porosity of the sample, εsol and εair 
(= 1) are the permittivities of the solid material and of air, respectively, 
and α (-1 ≤ α ≤ 1, α ≠ 0) is a parameter to be discussed below. 
     Equation (176) is predicated on the relation  
 

𝜀𝑎 =  (∑ 𝜃𝑙𝜀𝑙
𝛼L

𝑙=1 )
1/𝛼

,                                           (177) 

 
with θl  and εl (1 ≤ l ≤ L) denoting the volume fraction and the permittivity,  
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respectively, of the l-th component of a composite dielectric. This so-called 
“α”-relation, first suggested by Lichtenecker [795], corresponds with the 
modified Looyenga formula (Eq. 140). It has indeed been considered a 
purely empirical equation for long but it ultimately follows from a physical 
model assuming a beta-function distribution of the geometrical shapes of 
phases of the multi-component mixture [796]. At α = 0, the beta-function 
approach leads to the “geometrical mean” mixture model  
 

𝜀𝑎 = ∏ 𝜀𝑙
𝜃𝑙L

𝑙=1 ,                                                    (178) 

 
which had been also already presented by Lichtenecker. 
     As expected intuitively, equation (176) is not universal. Therefore, indi-
vidual mixture relations are often required in order to correlate the appar-
ent permittivity of building materials with their moisture content. An ex-
ample is the empirical polynomial 
  

𝜀𝑎 = 6644.9 ⋅ 𝜃w
4 − 7014.9 ⋅ 𝜃w

3 + 2698.2 ⋅ 𝜃w
2  

 
                                                                                − 445.26 ⋅ 𝜃w + 29.07          (179) 

 
which satisfactorily represents the moisture dependent apparent permit-
tivity of gypsum [797]. Another example is the water content of wood for 
which the following model has been given for the real part of the apparent 
permittivity [798, 799]: 
 

𝜀𝑎 = [(1 − 𝜃w)𝜀sol
𝛼 + 𝜃w𝜀bw

𝛼 ]1/𝛼,   θw ≤ θc                        (180a) 
 

𝜀𝑎 = [(1 − 𝜃w)𝜀sol
𝛼 + 𝛽{𝜃c𝜀bw + (𝜃w − 𝜃c)𝜀w

′ (𝜈)}𝛼]1/𝛼           (180b) 
 

where the frequency-dependent real part of the permittivity of water has 
been modeled as  
 

𝜀w
′ (𝜈) = 3.2 +

85.8−0.37K−1(𝑇−273.15K)

1+(𝜔𝜏w)2   .                           (180c) 

 
Here εbw is the permittivity of bound water and θc is the (critical) water 
content up to which all water is considered to be bound. Parameter β mod-
ifies the contribution from water in Eq. (180b). Its value has to be found by  
a regression analysis of pairs of carefully measured εa and θw data. The 
pure water relaxation times τw are shown in Figure 82 and are also given 
in numerical format in Table 10 in section 6.3. 
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Figure 171. Apparent real part 
of the complex permittivity of 
flue gas desulpurization gypsum 
as measured (points) and as pre-
dicted by the empirical polyno-
mial (Eq. 179, full line), shown as 
function of volumetric moisture 
content θw [797]. 
 

 
     Obviously, the models represented by Eq. (179) as well as Eqs. (180a – 
c) fail to predict correctly the limiting permittivities. At θ = 1, for example, 
at variance with the actual water value, Eq. (179) yields εa = 1912 and εa = 
64.6 follows at room temperature from Eqs. (181b and c). The empirical 
polynomial (Eq. 179) wrongly extrapolates to vanishing water content, 
resulting in εa = 29.1 at θ = 1 instead of the permittivity of the solid materi-
al. In a range 0.15 ≲ θw ≲ 0.5, however, the experimental data are well rep-
resented by the empirical function.  

 
 

5.5    Moisture content of food and agricultural products 
 
Electromagnetic fields are applied to food and agricultural products for 
quite different reasons. Strong high-frequency radiation is used in dielec-
tric heating applications [800, 801]. Stored grain insects, for example, are 
devitalized by selective electromagnetic fields in the frequency range 10 to 
100 MHz. An another example is the improvement of seed germination by 
dielectric heating exposures. Results of such electromagnetic power 
treatment are summarized in a comprehensive monograph [801] in which 
also dielectric data of food materials are collected. Besides high power 
applications small amplitude electromagnetic fields are employed for qual-
ity sensing.  
     One of the important quality factors of food materials and agricultural 
products is their moisture content. It not just determines the quantity of 
dry matter but is often also an essential indicator for the adequate materi-
al processing and the storability. For that reason noninvasive methods of 
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moisture content determination are vital needs in food industry. In this 
context electromagnetic techniques over the past decades have proven 
convenient tools for the study of diverse substances. We mention grain 
and seed [522, 801-807]; coffee [805], in-shell and unshelled peanuts [808, 
809]; ice lettuce [810], tobacco slices [811], and tea leaves [812, 813]; sea-
food [653, 814-816]; rapeseed [811], oil palm fruit [817-819], and hevea 
rubber latex [820] and also cotton bale [821] and biofuels [822].  
 
 
5.5.1. Common techniques 
 
Many investigations into the dielectric properties of food materials and 
agricultural products are based on conventional methods such as time 
domain and frequency domain measurements using versions of open-
ended coaxial probes [808, 814-816, 818, 820, 823] as well as transmis-
sion and reflection measurements in free space configurations with horn 
antennae as transmitting and receiving devices [802, 810-812, 821]. The 
principles of these methods have been discussed before in sections 3.1 and 
3.2. Therefore the following will be restricted to some remarks about spe-
cially designed sensors.  
     A mentionable sensor is the miniaturized coaxial line probe with radii of 
the inner and outer conductors as small as 0.1 and 0.33 mm, respectively. 
The device (Fig. 172) has been designed to determine the moisture content 
of single rice grains by frequency domain reflection coefficient measure-
ment in the frequency range 0.5 to 12 GHz [808]. So far such investigation 
needs, however, multi-parameter polynomial functions in order to ade-
quately model the relations between the complex reflection coefficient, the 
measurement frequency, and the moisture content of the sample. 

 
 
 
Figure 172. Cross-sectional view of a 
miniaturized open-ended coaxial line 
probe [808]. 1, inner conductor with 
diameter d = 0.2 mm made of silver; 2, 
interspace filled with polyfluoreth-
ylene; 3, coper tube serving as outer 
conductor with inner diameter D = 
0.66 mm; 4, housing from stainless 
steel; C – C, calibration plane. 
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Figure 173. Design of the insulated monopole 
sensor [820]. 1, feeding coaxial line; 2, piece of 
inner conductor (diameter d = 1.3 mm, length 
l) serving as antenna; 3, insulating polytetra-
fluorethylene cover with diameter D = 4.2 mm; 
4, sample; w, dielectric window; z, direction of 
wave propagation; R – R, reference plane. 
 

 
     Another rare sensor is the insulated monopole antenna sketched in Fig-
ure 173. Though the uncovered single rod monopole antenna is rather 
often employed, its insulated version is less popular, likely also because of 
its more complicated characteristics. A first comprehensive analysis of the 
insulated device has been provided already in 1974 [824]. To a certain 
extent the characteristic wave impedance  
 

𝑍0 =  
𝑍3𝛽

2𝜋𝛽3
(ln

𝐷

𝑑
)                                           (181) 

 
and wave number 
 

𝛽 = 𝛽3 (1 +
𝐻0

(1)
(𝛽4𝐷)

𝐻1
(1)

(𝛽4𝐷) ln
𝐷

𝑑

)                                  (182) 

 
of the antenna [820] can be adjusted by ratio D/d of the diameters of the 
insulating cover and the central conductor.  In these equations, Z3 and β3 
are the wave impedance and wave number, respectively, of the insulating 

material. 𝐻0
(1)

 and 𝐻1
(1)

 are the Hankel functions of first kind and zeroth as 

well as first order, respectively, and 𝛽4 is the wave number of the sample. 
The input admittance of the monopole sensor at reference plane R – R (Fig. 
173), i.e. at z = 0, is given by the relation  
 

 Y = (-i/Z0)tan(βl),                                           (183) 
 

where l denotes the length of the piece of inner conducter serving as an-
tenna. 
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5.5.2   Miniaturized sensors 
 
An alternative to the miniaturized open-ended coaxial line probe (Fig. 
172) for the moisture measurement of single grain is the microstrip ring 
resonator sketched in Figure 174. With this device an annular metallic ring  
 

 
 
Figure 174. Top view of a 
microstrip ring resonator 
[825]. 1, substrate; 2, ring 
resonator; 3, feeding line 
with 4, coupling gap; 5, sam-
ple, e. g. wheat kernel in 90° 
orientation.  

 
 
(2, Fig. 174) is evaporated on a suitable substrate (1). Via adequate feeding 
line (3) and coupling gap (4) microwaves are injected into the ring. When 
its circumference l agrees with an integer number of the wavelength λ a 
standing wave pattern is set up [826]. Hence by some analogy with cavity 
resonators, for which resonance occurs if their length l equals an integer 
number p of λ/2 (Eq. 65), the ring displays resonant characteristics if    
 

λ = l/p,    p = 1,2,…   .                                      (184)  
 

When the ring is overlayed with material, the resonance frequency νr and 
quality factor Qs depend on the thickness and complex permittivity of the 
cover. Hence again the changes in νr and Qs are utilized to derive the mate-
rial’s moisture content. The open structure of the sensor facilitates loading 
and unloading of the sample. Unlike cavity resonator techniques, however, 
ring resonator applications require physical contact between the sample 
and the sensor. 
     Microstrip ring resonator methods designed for frequencies at around 
10 GHz have proven suitable not only for the moisture determination of 
grain [825] but also of leaves and paper grades [827].  
     A variation of the ring resonator is the microstripline sensor outlined in 
Figure 175. When the line transmits a microwave, both the attenuation 
 

A = α⋅l = F(ρ, ξ)⋅l                                          (185) 
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Figure 175. Top-
view (a) and side 
view (b) of micro-
stripline sensor for 
leaf  moisture de-
termination [813]. 1, 
substrate; 2, strip-
line; 3, metallic lay-
er; 4, sample, e.g. a 
tea leaf. 

 
 
and the phase difference  
 

Δφ = φout – φin = G(ρ, ξ)⋅l                             (186) 
 

depend on the density ρ and the moisture content ξ (Eq. 2) of the sample 
and the length l of material interacting with the stripline signal [813]. 
Hence the ratio 
 

𝐴

∆𝜑
=

𝐹(𝜌,𝜉)

𝐺(𝜌,𝜉)
                                            (187) 

 
can be used to estimate the water content of leaves independent of l. Here 
α is the atennuation coefficient (Eq. 37). The method has been primarily 
used as moisture sensor in tea production lines, for instance in drying 
units of the tea leaves [813], where it has been operated at 3 GHz. 

 
 

5.5.3. Water content modelling 
 
As already indicated before, the evaluation of the permittivity of dielectric 
mixtures in terms of single-component properties is a demanding problem 
because rigorous theoretical mixture relations are unavailable. The mois-
ture content determination of porous and granular food materials from 
electromagnetic moisture measurements is the more a challenge, requir-
ing the consideration of at least three phases, solid material, water, and air, 
the structure of which is insufficiently known in most cases. If, in addition, 
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the aqueous phase is considered to consist of at least two types of water, 
for example unaffected “free” water with permittivity εw and affected 
“bound” water with permittivity εwb (< εw), even a four-component mixture 
relation needs to be applied. An example demonstrating the complexity is 
the Maxwell – De Loor equation [805] for the volumetric water content 
 

                           𝜃w =  
3(𝜀s−𝜀a)+2𝜃wb(𝜀wb−𝜀w)+2𝜙(𝜀a−𝜀s)

𝜀a𝜀s(𝜀w
−1−𝜀a

−1)+2(𝜀a−𝜀w)
  

 

                                  +
𝜀a𝜀𝑠𝜃wb(𝜀w

−1−𝜀a
−1)−𝜀a𝜀𝑠𝜙(𝜀a

−1−𝜀m
−1)

𝜀a𝜀s(𝜀w
−1−𝜀a

−1)+2(𝜀a−𝜀w)
  .              (188) 

 

In this equation, θwb is the volume fraction of bound water, ϕ is the porosi-
ty and εs and εa are the permittivities of the solid material and air, respec-
tively. Despite of its comparatively large number of parameters, this semi-
empirical relation may fail to predict the water content of agricultural 
products correctly [805]. For this reason specific calibration procedures 
and individual product-related empirical equations are often to be pre-
ferred when deriving the moisture content from permittivity data. None-
theless the attempt is made to find unified algorithms for product groups, 
such as for grain and seed [522-524, 803, 828]. 
     The fundamental demand in the treatment of permittivity data of po-
rous and granular materials is the consideration of the density. Approach-
es to gain density-independent determinations of grain moisture content 
are reminiscent the length-independent evaluation of tea leaf data de-
scribed before (Eq. 187). For mono-frequent, linearly polarized, plane and 
laterally non-restricted waves interacting with low-loss (non-conducting) 
materials function  
 

∆𝜑

𝐴
 = 

𝜀′−1

𝜀′′ ⋅
2√𝜀′

√𝜀′+1
                                                (189) 

 
was considered a suitable density-independent calibration function for a 
number of dielectrics for which the second term on the right hand side of 
the equation has little significance [829]. On many events, however, this 
term could be too relevant to neglect [830]. 
     Another function is based on the observation that, at least for hard red 
winter wheat, the density-normalized negative imaginary part and the real 
part of the permittivity at several frequencies, moisture contents, tempera-
tures, and bulk densities are related as  
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𝜀′′

𝜌
= 𝑠 (

𝜀′

𝜌
− 𝑎0),                                                  (190) 

 
where s is a slope and a0 an intersection point of the axis of abscissae, i.e 
𝜀′′(𝑎0) = 0. This relation can be utilized to define the density-independent 
calibration function [829] 
 

 ψ = √
tan 𝛿

𝑠𝜀′−𝜀′′                                                         (191) 

 
where tan 𝛿 = 𝜀′′ 𝜀′⁄  (Eq. 34). Experimental data are related to the mois-
ture content ξ on a wet basis (Eq. 2) according to  
 

ψ = c1T + c2ξ + c3,                                                   (192) 
 

with values of parameters cn, n=1,…3, from a regression analysis of sets of 
measured data [829].  
      A unified moisture algorithm enables equivalent moisture predictions  

 
 
 
 
 
 
 
 
 
 
 
Figure 176. Plot of per-
mittivity at 149 MHz ver-
sus reference moisture for 
a multitude of samples 
representing about fifty 
types of grains and nine 
different grain groups 
[828]. Part a shows the 
raw data, part b the same 
data after treatment by a 
unified moisture proce-
dure. 
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for a large number of grain types without needing calibration special pro-
cedures [522, 828]. The effect of the algorithm is demonstrated by Figure 
176, where, for nine different grain groups, the processed data are shown 
along with the corresponding raw data. Whereas the original data cover a 
considerable part of the relevant permittivity - moisture plane (part a, Fig. 
176), the adjusted data condense on a narrow range around a line (part b). 
The algorithm effecting this data reduction requires, however, several 
steps: correction of the 𝜀′ values for a common density, temperature cor-
rection of the reference moisture, slope and offset adjustment separately 
for each grain group, as well as translation of data along a common slope 
line, likewise specifically for each grain group. The resulting set of adjusted 
moisture data ξ – pT can be related by a fifth order polynomial [522] 
 

𝜉 + 𝑝T = ∑ 𝐶n
5
n=0 (𝜀adj)

n                                           (193) 

 
to the adjusted permittivity 𝜀adj. Here pT denotes a translation parameter. 
Albeit the procedure appears rather complex it includes diverse grains, 
such as soybeans, sorghum, sunflower, corn, oats, wheat, barley, rice, and 
rapeseed.   
 
 

5.6    Moisture determination in manufacturing processes  
 

The usage of electromagnetic techniques for the water content determina-
tion of soil, snow, building materials, and agricultural products is rather 
popular now. In addition, some electromagnetic moisture measurement 
applications, which have been seemingly less in the spotlight so far, will be 
presented in this chapter. A few examples of water content monitoring in 
manufacturing procedures will be briefly discussed to indicate different 
aspects of implementation of moisture sensors into production facilities. 
 
 
5.6.1 Thin materials: paper, textile, plastic sheets, films 

 

Adequate to materials which, due to their thinness, offer a small volume of 
electromagnetic field interaction only are resonator methods with virtual-
ly increased pathlength of interaction. Consequentially, the microstrip ring 
resonator as shown in Figure 174 has proven a suitable sensor for paper 
moisture estimation [831, 832]. Also slot line resonators on dielectric  
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Figure 177. Top view of 
slot resonator sensor for 
paper moisture measure-
ment [834]. 1, metallic 
layer covering a substrate 
of relatively low permit-
tivity; 2, bended slot line 
sensing element; 3, mi-
crostrip line on the re-

verse side of the substrate, with 3a, signal generator and 3b, receiver 
ports. 
 
 
substrates [833], coupled to a strip line, have been designed for non-
invasive moisture measurement in the paper industry [832, 834]. At rela-
tively low permittivity of the substrate (𝜀′ = 4.58 [834]) the fringing elec-
tric slot mode field extending across the slot with material loading the sen-
sor. Changes in the resonance frequency and quality factor of the device 
due to such near-field interaction are utilized to determine the complex 
permittivity of the sample and to non-invasively estimate the moisture 
content of paper or any thin sheets thereby. Bending of the slot lines 
makes the resonator more compact. The sensor shown in Figure 177 may 
be operated in a transition mode.  Measurement of the reflection coeffi-
cient is, of course, another option.  
     A sensor for continuous contactless moisture measurement during fab-
rication is the laterally opened coaxial resonator delineated in Figure 178. 
It consists of a cut outer conductor (1, Fig. 178) and an inner conductor (2) 
that at its ends is shorted in order to cause resonance conditions. In the 
prototype shown in Figure 178 a rectangular inner conductor profile has  
 
 

Figure 178. Sketch of a 
laterally opened coaxial 
resonator [835]. 1, cut 
outer conductor; 2, inner 
conductor; 3a, 3b, input 
and output feeding lines, 
respectively, for probes 4; 
5, thin sheetlike sample; 
fringing field lines are 
indicated in red. 
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been chosen [835]. The length of the resonator is 114.6 mm, resulting in a 
resonance of the unloaded device at frequency around 2.5 GHz. Samples 
are maintained at some distance from the inner conductor with gaps on 
the order of some mm. As the fringing electromagnetic field interacts with 
the sample, the resonance conditions are again affected by the complex 
permittivity of the sample material. Hence the moisture content can be 
inferred in real time from the shift in the resonance frequency and reduc-
tion in the quality factor with respect to the unloaded resonator when the 
material passes the sensor during the production process. 
     Terahertz techniques are likewise most suitable for the remote deter-
mination of the moisture content of thin materials, such as paper [836]. 
Because of the high contrast between the permittivities in the far infrared 
region of water and most other relevant materials, THz techniques, on the 
one hand, offer a high sensitivity. On the other hand, due to the small 
wavelength they also provide a good spatial resolution. Using a 0.6 THz 
fixed-frequency system a spatial resolution in the mm range has been 
reached at scanning times below some minutes [836].   
     Various methods are available to measure the dielectric properties of 
thin materials at microwave frequencies, among them pseudo-Brewster-
angle observations [837], free-space transmittance measurements [838], 
and split post dielectric resonator techniques [839, 840]. Such methods 
seem to be also capable of determining the moisture content of thin mate-
rials from their complex permittivity data.  
     The geometry of a split dielectric resonator is sketched in Figure 179. 
The central device is a circular cylindrical resonator (1, Fig. 179) that is 
split into two halves by an air gap. The gap can house the sample to be 
studied. As common to resonator techniques, the variation in the reso-
nance frequency and quality factor on insertion of the sample is evaluated 
to gain the complex permittivity of the material. Such resonator operates 
with the TE01δ mode which features only the azimuthal electric field com-
ponent. Hence the electric field is continuous on the dielectric interfaces.   
 
 

Figure 179. Section-
al view of a split die-
lectric resonator set-
up [841]. 1, dielec-
tric resonator; 2, 
sample; 3, support; 
4, metal enclosure; 5, 
coupling loop of, 6, 
feeding line. 
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     The resonator discs (1) are placed in a shielding metallic cavity (4) 
which is provided with coupling loops (5) for the connection to the elec-
tronic measuring instrumentation. Since the cavity field couples to the 
field of the dielectric resonator discs, the cavity dimensions have to be 
adjusted to the parameters of the resonator in order to facilitate proper 
operation [841]. 
 
 
5.6.2 Powders and tablets 
 
A challenge of the measurements of powdered materials is certainly the 
packing closeness. Hence, as discussed for porous and granular foods in 
section 5.5.3, density-independent procedures of moisture determination 
are preferably applied. Conventional microwave approaches are predomi-
nantly employed in the dielectric measurements.  
     Figure 180 shows a waveguide cell for the 4.0 to 5.8 GHz frequency 
range [842] that corresponds to the cell sketched in part a of Figure 25. 
Reflection and transmission coefficients may be determined using a vector 
network analyzer in order to obtain the complex permittivity of the pow-
dered sample under test. Figure 181 reveals a short-circuited oversized 
waveguide section used as quasi-optical resonator in the 100 GHz fre-
quency region. The resonant cavity cell is coupled to the external electro-
magnetic field via a wire grid at one end face (3, Fig. 181) of the piece of 
waveguide. A horn antenna (5) has been applied to couple the resonator to  

 
 
Figure 180. Rectangular waveguide cell 
for powder moisture measurement [842]. 
1, waveguide; 2, dielectric window; 3, 
powdered sample; 4, measurement signal; 
4a, 4b, reflected and transmitted signal, 
respectively. 
 

 
Figure 181. Quasi-opti-
cal resonator cell for 
moisture measurement 
at around 98 GHz [843]. 
1, overmoded wave-
guide; 2, short; 3, wire 
grid; 4, powdered sam-
ple; 5, horn antenna.  
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the network analyzer that records the resonance curve of the device. In 
applications a miniaturized microstrip array [844] may replace the bulky 
horn antennae. Of course the resonator can be also operated in the transi-
tion mode by replacing the short (2) by another wire grid [843]. Needless 
to mention, that the reflection coefficients of the grids have to be suffi-
ciently high to produce a standing wave pattern within the cell.  
     The above methods are less suited for direct implementation into pro-
duction lines. For in situ measurements during the fabrication of pharma-
ceutical oral solid dose forms, commercially available probes have been 
inserted into the granulation vessels in order to monitor the moisture con-
tent during high-shear mixing of powders and wet masses [22, 845]. A 
probe tested in the frequency range between 1 and 19 GHz [22] is the 
flanged open-ended coaxial sensor as schematically shown in part a of 
Figure 35.  
     An electromagnetic measurement technique used in the coating and 
drying process of pharmaceutical particles (tablets) exploits the high elec-
tric conductivity of the metallic process vessel walls [846]. The scheme  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 182. Schematic of metallic reaction vessel 
for coating and drying of particles in fluidized-
bed processes [846]. 1, spray nozzle; 2, distribu-
tor plate; 3, bed of fluidized particles; 4, Wurster 
tube; 5, lines for the connection to the microwave 
set-up with 5a, 5b, feeding and receiving loop 
antenna; pf, particle flow. 
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of a fluidized-bed process vessel used for this step in the manufacturing 
procedure is shown in Figure 182.  
     The bottom plate of the vessel, also named distributor plate (2, Fig. 182) 
is provided with a large number of small holes so that an air flow can be 
applied through the plate. Such flow creates a fluidized particle bed (3). At 
the center of the distributor plate a pneumatic spray nozzle is deployed (1) 
that injects a rapidly moving mixture of air and liquid and thus accelerates 
the fluidized particles in an upwards motion. Above the spray nozzle 
stands a Wurster tube. Moving through that tube the particles form a foun-
tain-like flow pattern (pf) and after reaching a certain height fall back into 
the fluidized bed outside the Wurster tube. The liquid injected through the 
spray nozzle is a solution containing the material to be deposited onto the 
surface of the particles. The solvent, commonly water, evaporates within 
and immediately above the Wurster tube [846].  
     Since the water distribution within the vessel influences the process 
performance and thus the quality of the end-product the water content 
needs to be measured. For this purpose the metallic vessel is considered 
an electromagnetic cavity resonator with field modes depending on its 
shape [846]. Two magnetic loop antennae (5a, 5b) are arranged for the 
coupling of the cavity to the microwave measurement system such as a 
network analyzer. Magnetic loops are preferred to electric antenna be-
cause they prevent the microwave apparatus from large-amplitude voltag-
es as following, for example, from triboelectricity of the rapidly moving 
fluidized particles. In order to reduce direct crosstalk, the planes of the 
loops are rotated 90° to one another. As characteristic for resonator meth-
ods, the effective complex permittivity inside the vessel is derived from the 
variations in the resonance frequency and quality factor of a relevant field 
mode relative to the reference data for the empty vessel, i.e. the vessel 
without fluidized-bed process. 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
6     Reference Liquids for Calibrations 

 
6.1    Concepts 
 
The above summary of electromagnetic measurement applications clearly 
discloses strong demands for sensor calibrations. The need for calibrations 
arises primarily from the often complicated sensor structure, preventing a 
reasonable theoretical description of the associated electromagnetic fields. 
Also unwanted but unavoidable interactions of the fields with other devic-
es, such as production facilities, may render a sole theoretical treatment of 
the sensor properties impossible. In many cases calibration with a suitable 
set of reference materials is necessary. This aspect may be illustrated by 
the widely used open-ended coaxial line sensors sketched in Figure 36. 
The proper equivalent circuit representation those devices require four 
capacitances of which one (εC) represents the sample volume, another one 
(C0) the feeding coaxial line, and a serial connection of εwC1 and εC2 the flux 
lines passing the sealing dielectric window with permittivity εw as well as 
the sample. The (effective) capacitance of the loaded sensor is given by the 
relation (Eq. 58) 
 

𝐶̂ = 𝐶tot − 𝐶0 = 𝜀(𝜈)𝐶 +
𝜀w𝜀(𝜈)𝐶1𝐶2

𝜀w𝐶1+𝜀(𝜈)𝐶2
 ,                             (194) 

 

with ε(ν) denoting the complex permittivity of the sample. Hence, because  
 
Figure 183. Apparent 
void  capacitance 𝐶̂/𝜀′ 
per outer radius R0 of 
the cut-off type reflec-
tion cell as shown in 
part b of Figure 36. 
𝐶̂/(𝜀′R0), Eq. (194), is 
plotted versus per-
mittivity 𝜀′ = ε of the 

(lossless) sample filling the circular waveguide section of the cell. The line 
represents theoretical results from modal analysis of the electric field con-
figuration. Figure symbols indicate experimental data measured with a R0 
= 3.5 mm cell at 25 °C [233]. 
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of the series connection in part c of Figure 36, the capacitance 𝐶̂(ν)/𝜀′(ν) of 
the sensor is not independent of ε(ν) but depends upon the permittivity of 
the sample as delineated in Figure 183. If suitable reference materials are 
available such a relationship between Ctot and ε(ν) can be utilized to de-
termine all relevant capacitances. Preferentially the permittivities of those 
materials should include the range in which significant changes in Ctot oc-
cur. A wide range of standard reference materials is also desirable in order 
to account for the broad variety of applications. Simulation of a sample by 
a reference with as close as possible dielectric properties is beneficial be-
cause spurious effects as resulting, for instance, from slightly imperfect 
operation of measurement devices or small impedance mismatch at cable 
connectors may affect the sample and reference measurements in an anal-
ogous manner and may thus compensate.  
     Imperfections of microwave devices and electronic instruments are 
typically considered by extra calibration of the set-up at a reference plane, 
favorably at the port to which the sensor is mounted. As briefly described 
in section 3.1.1.4 the frequently used network analyzer/reflection test set 
arrangement is normally calibrated using the open end, the short circuit, 
and the matched termination configurations. However, some sensors allow 
to combine the calibration of their properties with the network analyz-
er/reflection test set calibration using appropriate reference materials 
(e.g. Eq. 61).  
     Liquids are preferably used for calibration of electromagnetic sensors 
and cells for dielectric measurements. Liquids are commercially available 
in high purity grades for a range of static permittivities. Furthermore they 
have the advantage to completely cover the sensor electrodes, whereas 
solid materials often need careful fabrication and surface finishing in order 
to fit them to the sensor without inappropriate air gaps. The focus will 
thus be reference liquids here. 
      
 
6.2    Static permittivity of water 
 
In addition to air, with permittivity ε(ν) = εs = 1.00, water is a self-evident 
material for calibration of moisture sensors. In case of low-frequency 
moisture measurements, e.g. with LCR bridge applications (sect. 3.1.2.2), 
slow response time domain spectroscopy (sect. 3.2.2), and transient time 
measurements (sect. 3.2.1) using pulses with vanishing Fourier spectrum 
above 1 GHz, consideration of the static permittvity εs of water is adequate. 
     Static (low-frequency) permittivities of water at temperatures between 
0 and 60 °C have been reported several times. In Table 4 six series of εs 
data are given along with their arithmetic mean 𝜀𝑠̅. Table 5 shows the low- 
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Table 4: Static permittivity εs of water measured at low frequencies as 
well as 𝜀𝑠̅ values representing the arithmetic mean of the six series of data. 
The uncertainties Δεs of these 𝜀𝑠̅ data have just been taken to include all εs 
data at the particular temperature. *, extrapolated from 0.1 °C; §, ±0.07; $, 
±0.05; #, ±0.04; &, ref. 454.  
 
T εs 𝜀𝑠̅ ± Δεs 

 
°C 

± 0.1  
[452] 

± 0.2 
[847] 

±0.005 
[453] 

 
[848] 

 
[457] 

±0.2 
[849] 

 

  0 87.735* 87.896 87.91 - 87.87§ - 87.85±0.12 
  5 85.764 85.897 85.89 85.752 - - 85.83±0.09 
10 83.834 83.945 83.96 83.828 83.91§ 84.04 83.91±0.13 
15 81.95 82.039 82.11 81.972 - - 82.02±0.09 
20 80.10 80.176 80.20 80.100 80.16$ 80.29 80.17±0.12 
25 78.301 78.358 78.39 78.304 78.36$ 78.40& 78.35±0.05 
30 76.54 76.581 - 76.541 76.57$ 76.68 76.58±0.10 
35 74.83 74.846 - 74.818 - - 74.83±0.04 
40 73.149 73.151 73.19 73.150 73.16# 73.31 73.18±0.13 
50 69.917 69.878 - 69.893 69.90# 69.99 69.92±0.07 
60 66.82 66.756 - 66.802 66.79# - 66.79±0.09 
 
Table 5: Three series of static permittivities ε(0) = lim𝜈→0 𝜀(𝜈) of water as 
extrapolated from microwave measurements. Also given are the arithme-
tic mean 𝜀(̅0) as well as the 𝜀𝑠̅ values from Table 4. Uncertainties Δε(0) are 
again taken to just include all ε(0) data. §, uncertainty = ± 0.05. 
 

T ε(0) 𝜀(̅0)±Δε(0) 𝜀𝑠̅ ± Δεs 
 

°C 
±0.2 

[137] 
 

[145,850] 
 

[144] 
  

 0 87.91 87.79 - 87.85±0.06 87.85±0.12 
5 85.83 - 85.84 85.84±0.01 85.83±0.09 

10 83.92 83.88 83.91 83.90±0.02 83.91±0.13 
15 82.05 - 82.02 82.04±0.02 82.02±0.09 
20 80.21 80.15 80.16 80.17±0.04 80.17±0.12 
25 78.36§ 78.38 78.34 78.36±0.02 78.35±0.05 
30 76.56 76.58 76.51 76.55±0.02 76.58±0.10 
35 74.87 - 74.84 74.86±0.01 74.83±0.04 
40 73.18 73.17 73.16 73.17±0.01 73.18±0.13 
50 69.83 69.92 - 69.88±0.06 69.92±0.07 
60 66.70 66.81 - 66.76±0.06 66.79±0.09 
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frequency permittivities ε(0) extrapolated from three series of high-
frequency and microwave measurements and evaluations of literature 
data from dielectric spectroscopy of water. Selecting the extrapolated 
permittivities, data from absolute measurement methods, without any 
need for calibrations, has been preferred. Such methods normally consider 
the sample properties at variable length (sect. 3.1.1). The arithmetic 
means 𝜀(̅0) from the three series of ε(0) data agree almost perfectly with 
the 𝜀s̅ values from Table 4, indicating that appropriate relaxation spectral 
functions, such as the Debye function (Eq. 94), represent the dielectric 
spectra of water correctly at low frequencies.  
     Understandably there exists less data at temperatures above 60 °C. In 
Table 6 four series of εs values for liquid water up to 100 °C are displayed 
along with their arithmetic mean 𝜀𝑠. The scatter in the static permittivities 
is somewhat larger than at lower temperatures (Tables 4 and 5), probably 
because of small temperature gradients in the specimen cells at tempera-
tures clearly distant from room temperature. 
     Static permittivity values from four runs of measurements at tempera-
tures below 0 °C are compiled in Table 7. Two sets of data were derived 
from static permittivities of emulsions from water and nonpolar liquids 
with small amounts of surfactant added as emulsifier [455, 456]. The non-
polar liquids were n-hexane [455] as well as n-heptane and carbon tetra-
chloride [456]. The permittivity of the water droplets formed in the emul-
sions has been calculated using mixture relations. Both other techniques 
[854, 855] relied on the fact that the degree of supercooling can be in-
creased by reducing the size of the (macroscopic) sample. A parallel plate 
capacitor with plate spacing as small as 0.2 mm held the sample in one 
case [853], a borosilicate capillary in the other one [854]. The data from 
different sources shows some variation and, as already mentioned in  
 
Table 6: Three series of static permittivities εs of liquid water at high tem-
peratures. The uncertainties Δεs of the arithmetic mean 𝜀𝑠̅ have again been 
taken to include all εs data at the respective temperature. A, data calculated 
from an interpolation formula given by the authors [851]. 
 

T εs 𝜀𝑠̅ ± Δεs 
°C ±0.06 

[452] 
 

[851] 
 

[852] 
 

[457] 
 

  70 63.86 64.05 63.81 63.82±0.04 63.89±0.16 
  80 61.02 61.22 60.95 61.02±0.05 61.06±0.16 
  90 58.31 58.51 58.29 58.32±0.05 58.36±0.15 
100 55.73§ 55.90 55.72 55.72±0.06 55.77±0.13 
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Table 7: Static permittivities εs of liquid water at temperatures T ≦ 0 °C.  
 

T,  °C εs ref. T,   °C εs ref. 
 0.00 87.85 𝜀𝑠̅, Tab. 4 -12.10 94.62 [854] 
-0.40 87.70 [456] -15.00 95.60 [455] 
-0.70 88.00 [853] -15.10 96.42 [854] 
-3.05 89.00 [853] -16.00 95.10 [456] 
-5.00 90.90 [455] -16.25 94.80 [853] 
-5.20 90.95 [854] -20.00 98.30 [455] 
-6.10 90.40 [853] -21.40 98.00 [456] 
-7.30 91.66 [854] -22.30 98.10 [456] 
-8.80 91.60 [853] -25.00 100.80 [455] 
-9.80 92.40 [456] -28.80 101.50 [456] 
-9.90 93.61 [854] -30.00 104.20 [455] 

 -10.00 93.40 [455] -35.00 107.70 [455] 
-11.60 97.70 [853] -35.00 106.30 [456] 

 
 
 
section 4.1.1, at T < 15 °C they deviate from the predictions of Eq. (103) 
which represents the dependence of εs upon temperature well in the range 
15 °C ≦ T ≦ 100 °C (Fig. 78). The low-temperature static permittivity data 
is shown in an enlarged scale in Figure 184 in which also the graph of Eq. 
(103) is given. It is also demonstrated by the full line that relation [463] 
 

εs = 94.9⋅exp[-0.00563(T/K – 258.15)]                         (195) 
 

 
 
 
 
 
Figure 184. Static 
permittivity of super-
cooled water versus 
temperature. ●, [455]; 
▲, [456]; ▼, [853] ;⧫, 
[854]; ∎, [855]; ○, 
Table 4; dotted line, 
Eq. (103); full line, Eq. 
(195). 
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represents the static permittivity data of supercooled water well. Scatter-
ing of the experimental data around the predictions of Eq. (195) amounts 
to Δεs = ±1.2. 
     The properties of water at high hydrostatic pressures may be important 
in various applications, such as subsea petroleum production, processing, 
and transport. Static permittivities of water in tabular form and in terms of 
interpolation formulas have been presented [847, 848, 856-858] and re-
viewed [856, 857] for the pressure range 0.1 to 1000 MPa and for wide 
ranges of temperatures, including supercritical states. In Table 8 static 
permittivities at 25 °C are compiled in order to reveal the effect of pres-
sure p. Data from different sources at identical or close-by temperatures 
suggests an uncertainty Δεs smaller than ±0.2 at pressures up to 200 MPa. 
At even higher p larger deviations between the εs values from different 
series of measurements emerge, e.g. Δεs ≈ 2 at 500 MPa.  
 

Table 8: Static permittivity of liquid water at 25 °C and at hydrostatic 
pressure p > 0.1 MPa.   
 

p, MPa εs ref. p, MPa εs ref. 
0.5 78.47 [856] 103.4 81.83 [848] 
1.0 78.49 [856] 120.7 82.40 [848] 
2.5 78.55 [856] 125.0 82.84 [856] 
5.0 78.65 [856] 137.9 83.00 [848] 

10.0 78.85 [856] 150.0 83.57 [856] 
16.3 78.85 [848] 155.1 83.50 [848] 
20.0 79.24 [856] 172.4 84.02 [848] 
30.0 79.63 [856] 175.0 84.28 [856] 
33.9 79.78 [848] 189.6 84.55 [848] 
40.0 80.00 [856] 200.0 84.94 [856] 
50.0 80.36 [856] 200.0 85.02 [857] 
50.0 80.21 [857] 206.8 85.10 [848] 
51.7 80.10 [848] 225.0 85.58 [856] 
60.0 80.72 [856] 250.0 86.20 [856] 
68.9 80.68 [848] 300.0 87.34 [856] 
70.0 81.07 [856] 350.0 88.40 [856] 
80.0 81.42 [856] 400.0 89.39 [856] 
86.2 81.30 [848] 450.0 90.30 [856] 
90.0 81.75 [856] 500.0 91.16 [856] 

100.0 82.08 [857] 500.0 93.09 [858] 
100.0 81.90 [858] 1000.0 104.60 [858] 
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     The pressure dependence of the water static permittivity can be well  
represented by the empirical interpolation formula [859] 
 

εs = 𝜀̂s + 𝑝̂⋅ln[(𝑝̃  + 𝑝)/(𝑝̃  + 10 MPa)] ,                      (196) 
 

with parameters 𝜀̂s, 𝑝̂, and 𝑝̃ at four temperatures compiled in Table 9. 
Figure 185 shows plots of static permittivity data as function of hydrostat-
ic pressure in order to demonstrate adequacy of Eq. (196). 
 
 
Table 9: Parameters at four temperatures for representing the static per-
mittivity of water as functionof hydrostatic pressure [858].  
 

T,  K 273 298 323 348 
𝜀̂s 88.28 78.85 70.27 62.59 
𝑝̂ 11.92 14.11 14.39 13.95 
𝑝̃,  MPa 232.50 341.59 386.48 393.20 

 
 

 
 
 
 
 
 
 
Figure 185. Predic-
tions of Eq. (196) for 
the pressure depend-
ence of the static per-
mittivity of water at 
two temperatures and 
correspondent exper-
imental data (symbols 
[856]). Points and full 
line: 0 °C, squares and 
dotted line: 50 °C. 
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6.3    Water dispersion and dielectric loss 
 
Measurements including frequencies above 1 GHz need to take the disper-
sion and dielectric loss characteristics of the water dielectric spectrum 
into account. The water complex permittivity spectrum up to 25 THz has 
been analyzed in terms of a sum of three (Debye-type) relaxation and two  
 
Table 10: Three series of dielectric relaxation time data for water at tem-
peratures between 0 and 60 °C. 
 

T,  °C τ,  ps 
 [137] [145,850] [144] 

0 17.67±0.10 17.57±0.20 - 
5 14.91±0.10 - 14.30±0.30 

10 12.68±0.10 12.50±0.20 12.55±0.20 
15 10.83±0.10 - 10.86±0.10 
20 9.36±0.05 9.40±0.10 9.38±0.05 
25 8.27±0.02 8.28±0.10 8.29±0.02 
30 7.28±0.05 7.35±0.10 7.35±0.06 
35 6.50±0.05 - 6.59±0.07 
40 5.82±0.05 5.84±0.05 5.82±0.06 
50 4.75±0.05 4.80±0.05 - 
60 4.01±0.05 3.85±0.05 - 

 
Table 11: Extrapolated high-frequency permittivity data corresponding 
with the relaxation times in Table 10 and extrapolated low-frequency 
permittivities in Table 5. 
 

T,  °C ε(∞) 
 [137] [145,850] [144] 

0 5.7±0.2 4.5±0.3 - 
5 5.7±0.2 - 5.8±0.2 

10 5.5±0.2 5.4±0.2 6.1±0.3 
15 6.0±0.5 - 6.0±0.2 
20 5.6±0.2 5.3±0.2 5.7±0.1 
25 5.2±0.1 5.5±0.1 5.5±0.1 
30 5.2±0.4 5.8±0.3 5.3±0.3 
35 5.1±0.3 - 5.7±0.5 
40 3.9±0.3 5.3±0.3 5.3±0.4 
50 4.0±0.3 4.6±0.4 - 
60 4.2±0.3 2.5±0.5 - 
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resonance terms [170]. In electromagnetic aquametry, however, micro-
wave frequencies up to 100 GHz by far predominate applications. There-
fore, and in order to keep calibrations simple and concise, the water refer-
ence data are restricted to this range. 
     As discussed in section 4.1 the principal dielectric relaxation of water 
occurs in the frequency range up to 100 GHz (Fig. 77) which can be well 
represented by a Debye spectral function (Eq. 78). For the three series of 
data for which the extrapolated low-frequency permittivity values are 
shown in Table 5, parameters τ and ε(∞) of this function are given in Ta-
bles 10 and 11, respectively. At a given temperature the relaxation times 
from different sources agree well within the limits of experimental uncer-
tainty. Due to the difficult extrapolation of microwave 𝜀′(𝜈) data to high 
frequencies, the uncertainty in the ε(∞) values is noticeably higher. Since 
the τ and ε(∞) values are correlated, no arithmetic means from the three 
series of data are given in Tables 10 and 11. For interpolation of 𝜀′(𝜈, 𝑇) 
and 𝜀′′(𝜈, 𝑇) values within the relevant ν and T ranges it is recommended 
to use the τ and ε(∞) from either set of data. Mean 𝜀′ and 𝜀′′ values, if de-
sired, may be calculated afterwards from the three individual complex 
permittivities obtained at each frequency and temperature. 

 
 

6.4    Aqueous solutions 
 
Additionally useful for calibrations are liquids with static permittivity be-
tween those of water (εs ≈ 80) and air (εs = 1). In the middle of the last cen-
tury mixtures of water with 1,4-dioxane were preferentially applied to  

 
 
 
Figure 186. Static permit-
tivities εs at 20 °C of mix-
tures of water with 1,4-
dioxane, displayed as func-
tion of mass fraction Y of 
the heterocyclic organic 
compound. Two sets of 
data are presented: ●, ref. 
[498]; ○, ref. [859]. The line 
is drawn just to guide the 
eyes. Also shown ist the 
structure of the 1,4-
dioxane molecule.  
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Table 12: Parameters of the Havriliak-Negami relaxation spectral function 
(Eqs. 113, 197) for aqueous solutions of quinoxaline at 25 °C and quinoxa-
line-water mixtures at 35 °C [487]. Y and c denote the mass fraction and 
concentration, respectively, of the organic compound.  
 

Y 
c,  mol/l 

ε(0) 
ε(∞) 

τHN,  ps h 
b 

 
25 °C 

0.0645 
0.50 

73.0±0.7 
2.0±2.0 

9.05±0.1       0±0.01 
0.17±0.07 

0.1282 
1.00 

68.1±0.7 
2.0±2.0 

10.1   ±0.1 0.01±0.01 
0.20±0.07 

0.2499 
2.00 

57.8±0.6 
2.5±1.0 

12.4   ±0.1 0.04±0.01 
0.17±0.05 

0.3678 
3.00 

48.2±0.5 
3.1±0.3 

16.3   ±0.1 0.05±0.01 
0.20±0.02 

0.4796 
4.00 

39.8±0.4 
4.3±0.3 

21.4   ±0.4 0.08±0.02 
0.09±0.06 

0.5883 
5.00 

31.3±0.3 
4.4±0.2 

30.3   ±0.6 0.09±0.02 
0.11±0.06 

 
35 °C 

0.0642 
0.50 

69.8±0.7 
0 ± 3.0 

7.1±0.1       0±0.01 
0.23±0.09 

0.3130 
2.52 

50.1±0.5 
3.3±1.5 

10.7±0.2 0.04±0.02 
0.17±0.10 

0.5883 
4.97 

29.2±0.3 
3.5±0.4 

21.0 ±0.4 0.11±0.02 
0.14±0.07 

0.8389 
7.27 

11.4±0.2 
3.0±0.2 

44.1±1.7 0.06±0.04 
0.40±0.06 

0.8865 
7.77 

  8.3±0.1 
3.3±0.1 

37.6±1.2 0.09±0.04 
0.20±0.09 

0.9286 
8.12 

  6.2±0.1 
2.9±0.1 

38.1±1.8 
 

0.03±0.05 
0.41±0.08 

0.9513 
8.32 

  4.9±0.1 
3.0±0.1 

26.7±1.7 0.10±0.09 
0.27±0.15 

0.9630 
8.45 

  4.5±0.1 
2.7±0.3 

36.0±5.4       0±0.05 
0.60±0.20 
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adjust the static permittivity in wide ranges. Studies in rats, however, sug-
gest that dioxane is not just an irritant but also a probable human carcino-
gen. Besides these health risks, as demonstrated by Figure 186, there is a 
considerable discrepancy between both popular series of static permittivi-
ty data for the 1,4-dioxane-water system. Deviations Δεs/εs are as large as 
about 5% at Y = 0.5 and even 11% at Y = 0.8. For these reasons mixtures of 
water with another heterocyclic organic, namely quinoxaline, are pro-
posed as a potential reference system here. Quinoxaline is made up of a 
benzene ring and a pyrazine ring as illustrated by the structure in Figure 
89, where also the complex dielectric spectrum for a 1 mol/l solution in 
water is displayed. The spectra of the quinoxaline water mixtures can be 
analytically well represented by the Havriliak-Negami function (Eq. 113) 
which, for convenience, is shown here again [490]: 
 

ε(ν) = ε(∞) + [ε(0) – ε(∞)]/[1 + (iωτHN)(1 – h)](1 – b)              (197) 
 

The parameters for these functions are compiled in Table 12 at several 
mixture compositions and at two temperatures. At 25 °C quinoxaline is not 
completely miscible with water but at 35 °C it is. The extrapolated low-
frequency permittivities ε(0) can be reasonably well represented by the 
Maxwell-Wagner mixture relation (Eq. 119). Within the limits of experi-
mental uncertainty they also fit to the static permittivities of the dioxane – 
water mixtures when appropriately considered as a function of the volume 
fraction of the organic component (Fig. 187). 
 

Figure 187. Ratios of ex-
trapolated and static per-
mittivities ε(0) and εs, re-
spectively, to the static 
permittivity εsw for mix-
tures of water with quino-
xaline (∎, 25 °C; ▲, 35 °C; 
[487]) and 1,4-dioxane (25 
°C; ●, [498]; ○, [859]) dis-
played versus volume frac-
tion v of the organic con-
stituent. The dashed line is 
the graph of the Maxwell-
Wagner mixture relation 
(Eq. 119) with εsw = 74.83 
(water, 35 °C) and εu = 2.2 
(dioxane [332]). 
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     Measurements of electrolyte systems require special attention because 
of the conductivity contribution, which typically dominates the imaginary  
part of their permittivity spectra at low frequencies. In order to reduce 
conducting spurious effects associated with noticeable ionic conductance 
it is beneficial to calibrate sensors for the investigation of electrically ma-
terials using electrolyte solutions. In Table 13 parameters from two inde-
pendent series of measurements of aqueous solutions of sodium chloride 
are compiled. Such solutions are suitable reference liquids because they 
are easily available, because the data from independent measurements fit 
to one another within the limits of experimental uncertainty, and because 
the comparatively simple analytical representation of the spectra facili-
tates interpolation. The complex permittivity spectra of the NaCl solutions 
have been described by a sum of a Cole-Cole relaxation spectral function 
and a conductivity term 
 

ε(ν) = ε(∞) + [ε(0) – ε(∞)]/[1 + (iωτcc)(1 – h) ] –iσ/(ε0ω)            (198) 
 

 
Table 13: Parameters of the relaxation spectral function (Eq. 198) for 
aqueous solutions of NaCl at 20 °C. Y and c denote the mass fraction and 
concentration, respectively, of salt. §, data from ref. [148]; #, data from ref. 
[860]. 
 

Y 
± 0.1% 

c, mol/l 
± 0.2% 

ε(0) 
± 0.6 

ε(∞) 
± 1 

τ, ps 
± 0.2 ps 

h 
± 0.01 

σ, S/m 
± 0.07 S/m 

0.0030§ 0.051 80.4 4.3 9.28 0.035 0.57 
0.0050# 0.085 79.4 5.6 9.48 0.020 0.83 
0.0074# 0.127 78.6 5.6 9.20 0.012 1.21 
0.0100§ 0.172 78.7 4.1 9.00 0.047 1.60 
0.0107# 0.184 78.5 5.6 9.33 0.022 1.71 
0.0127# 0.219 77.4 5.6 9.18 0.017 2.01 
0.0130§ 0.224 77.7 3.2 9.00 0.050 2.04 
0.0153# 0.268 77.0 5.4 9.27 0.029 2.43 
0.0200§ 0.346 74.6 4.0 8.90 0.036 3.04 
0.0240§ 0.416 74.9 4.5 8.90 0.041 3.59 
0.0245# 0.426 75.2 5.6 9.37 0.024 3.71 
0.0264# 0.463 74.4 5.6 9.01 0.026 3.97 
0.0300§ 0.523 73.4 4.0 8.70 0.051 4.38 
0.0338# 0.592 73.2 5.6 8.90 0.036 4.98 
0.0350§ 0.612 72.0 5.5 8.70 0.030 5.01 
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with specific electric conductivity σ (Eq. 31). Since the low-frequency re-
gime of the dielectric spectra depends sensitively upon the specific con-
ductivity, carefully measured σ data of the actual reference solutions 
should be used in calibration procedures instead of just trusting in σ val-
ues from Table 13.  
 
 
6.5    Non-aqueous liquids 

 
Solutions need careful preparation, implicating the risk of weighing errors. 
For that reason the use of non-aqueous pure reference liquids may be pre-
ferred even though care has to be taken in preventing such (often hygro-
scopic) liquids from water uptake from the air.  
     Calibrations using nonpolar cyclohexane as reference are often useful 
because of its small permittivity (εs  ≈ 2). For cells, such as the open-ended 
coaxial line sensors mentioned in section 6.1, significant changes  
 

d(
𝐶̂

𝜀
)

d𝜀
=  −

𝜀w𝐶1𝐶2
2

(𝜀w𝐶1+𝜀𝐶2)2                                      (199) 

 
in the total capacitance Ctot of the sensor occur in that range of permittivity 
ε of the material under test (Fig. 183). Here 𝜀w denotes again the permit-
tivity of the dielectric window separating the sample volume from the 
feeding coaxial line (Fig. 36). Besides the above aspect cyclohexane is also 
a most suitable reference liquid since careful measurements over a wide  
 
Table 14: Static permittivities εs {= 𝜀′(𝜈 < 1 THz)} for cyclohexane at 
temperatures between 10 and 75 °C. §, ref. [172], uncertainty Δεs = ± 
0.0056; #, uncertainty = ± 0.0015. 
 

T,  °C εs [861] 
± 0.002 

εs [457] 
± 0.001 

T,   °C εs [861] 
± 0.002 

εs [457] 
± 0.001 

10   2.040         2.039# 40 1.992 1.992 
15   2.033 - 45 1.984 - 
20   2.024    2.024 50 1.975 1.976 
25   2.015 

  2.0126§ 
   2.016 60  

- 
1.961 

30   2.008    2.008 70 - 1.945 
35   2.000 - 75 - 1.931 
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range of frequencies have revealed a frequency-independent permittivity 
 

𝜀′(ν, T) = εs(T),     𝜀′′(𝜈, 𝑇) = 0                                 (200) 
 

up to 1 THz [172]. Additionally that study has shown that commercially 
available pure cyclohexane samples have virtually the same permittivities 
as samples which have been carefully purified by preparative chromatog-
raphy. The static permittivity of cyclohexane has been more recently 
measured again over a range of temperatures [861] and has been found in 
nice agreement with previous NBS data [457]. Both series of εs values are 
given in Table 14. 
     The temperature dependency of the static permittivity of cyclohexane 
can be represented with an error of less than ± 0.001 by the simple empir-
ical relation [463] 
 

𝜀s̅ = 2.040 – 1.6⋅10-3 K-1(T – 283.15 K).                         (201) 
 

     Additionally desirable are reference liquids with static permittivity be-
tween 2 (cyclohexane) and 80 (water). Ethanol with εs ≈ 25 at room tem-
perature is suitable. Its dielectric properties have been investigated sever-
al times. For a range of temperatures a collection of static permittivity 
 
Table 15: Static permittivities εs as well as their mean 𝜀𝑠̅ and also extrapo-
lated low-frequency permittivities for ethanol at temperatures between 0 
and 60 °C. The uncertainties Δεs of these 𝜀𝑠̅ data have just been taken to 
include all εs data. #, ±0.03 [863]; §, ref. [866]; $, = 25.11 [867]; &, = 24.78 
[867]; = 24.47 [868]. 
 

T εs 𝜀𝑠̅ ± Δεs ε(0) 
°C ±0.04 

[861] 
  

[862] 
±0.03 
[864] 

±0.02 
[865] 

 ±0.4 
[147] 

0 -    28.39 - - 28.39   28.41 
10 26.79    26.68 -    26.47 26.64±0.17   26.66 
15 - - 25.92 - 25.92 - 
20 25.16    25.07    25.12    25.02 25.09±0.07   25.15$ 
25 24.43    24.36# 24.35    24.34§ 24.37±0.06   24.52& 
30 23.64    23.56 23.60 - 23.60±0.04   23.89 
35 - - 22.87 - 22.87 - 
40 22.16    22.14 - - 22.15±0.01   22.43 
50 20.78    20.80 - - 20.79±0.01   21.18 
60 - - - -    19.80 
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Table 16: Parameters for the two-Debye term relaxation function (Eq. 
202) for ethanol at temperatures between 0 and 60 °C [147]. 
 

T,  °C Δε1 
±0.1 

Δε2 
±0.5 

ε(∞) 
±0.3 

τ1,  ps 
±2 ps 

τ2,  ps 
±3 ps 

0 23.84 1.1 3.47 310 6 
10 22.19 1.1 3.37 233 6 
20 20.65 1.1 3.50 184 8 
25 20.02 1.1 3.40 162 6 
30 19.46 1.1 3.33 143 7 
40 18.05 1.1 3.28 105 6 
50 16.93 1.1 3.15 82 5 
60 15.60 1.1 3.10 63 6 

 
 
data is given in Table 15 where also arithmetic means 𝜀𝑠̅ and ε(0) values as 
extrapolated from high-frequency measurements are presented. Up to 25 
°C the εs values from different sources and also the extrapolated static 
permittivities fit well to one another. At higher temperatures, however, 
ε(0) systematically exceeds the correspondent 𝜀𝑠̅, probably because of a 
somewhat incorrect extrapolation. It is worth to notice that at ν > 5 GHz 
the high-frequency complex permittivities used in the extrapolation were 
indeed obtained using absolute microwave bridge techniques (Figs. 26,27). 
At ν ≦ 3 GHz, however, input impedance measurements with cells of the 
cut-off variety (Figs. 35c, 36b) were performed which needed calibrations 
themselves.    
     Ethanol exhibits relaxation characteristics already at lower frequencies 
that water. At frequencies above 100 MHz the frequency dependence in 
the real part of the permittivity must be considered and also the non-
vanishing imaginary part needs to be taken into account. For that reason 
relaxation parameters for the liquid are compiled in Table 16. The data 
refers to a two-Debye-term representation of the spectra 
 

 ε(ν) = ε(∞) + 
𝛥𝜀1

1+𝑖𝜔𝜏1
 + 

𝛥𝜀2

1+𝑖𝜔𝜏2
                                  (202) 

 

and represents the experimental complex permittivities well at frequen-
cies up to 24 GHz [147]. At 25 °C the ethanol complex permittivity spec-
trum in the frequency range between 0.1 and 89 GHz has been described 
by an even more complicated relaxation model involving three Debye 
terms [868]. Parameters of the two- and three-Debye term models are also  
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Figure 188. Real part 𝜀′ 
(closed symbols) and 
negative imaginary part 
𝜀′′ (open symbols) of 
the complex dielectric 
spectrum of dimethyl 
sulfoxide at 25 °C: ● and 
○, ref. [871]; ⧫ and ◊, 
ref. [861]. The lines are 
graphs of the Cole-
Davidson spectral func-
tion (Eq. 112) with pa-
rameters given in Table 
17 [871]. 
 

available for mixtures of ethanol with water [147, 867, 868] and static 
permittivities for ethanol and ethanol-water mixtures at hydrostatic pres-
sures up to 300 MPa have been reported as well [863]. 
     Another suitable reference liquid is aprotic dimethyl sulfoxide (DMSO). 
DMSO is nonhazardous. It is utilized in pharmaceutical formulations as 
agent promoting transdermal drug delivery. Static permittivity data from 
different sources for DMSO agree excellently: εs = 46.49 ± 0.06 [849], εs =  
46.48 [869], and εs = 46.50 ± 0.1 [870]. The latter value has been obtained 
by interpolation of data at temperatures between 20 and 60 °C. High-
frequency complex permittivity data from two independent series of 
measurements also fit well to one another (Fig. 188) and also to the Cole-
Davidson relaxation spectral function (Eq. 112). For two sets of microwave 
measurements the parameters of that function are shown in Table 17. 
 
Table 17: Two sets of parameters of the Cole-Davidson relaxation function 
(Eq. 112) for dimethyl sulfoxide at 25 °C. Here ε(0) = ε(∞) + Δε. 
 

ε(0) ε(∞) τDC,  ps b ref. 
46.40 4.2 20.5 0.11 [869] 
46.58 ± 0.2 4.3 ± 0.2 20.2 ± 0.2 0.09 ± 0.02 [871] 
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Electromagnetic moisture measurement technologies have proven to 
be valuable tools in diverse applications. This monograph covers basic 

aspects of nondestructive electromagnetic methods of water content de-
termination and relates to the associated highly multidisciplinary fi eld of 
research and development. It also presents a comprehensive selection of 
relevant fi eld-tested methods and instruments.
The fundamentals of electromagnetic fi eld interactions with dipolar materials 
are briefl y discussed, with special attention towards the dielectric properties 
of water and aqueous solutions. A tutorial and overview of electromagnetic 
measurement methods is presented, including dielectric spectroscopy in 
broad frequency and time domains, as well as dielectric imaging techniques. 
This review is complemented by a demonstration of successful real-world 
implementations for the moisture determination of soils, snow, buildings 
and building materials, food and agricultural goods, as well as various in-
dustrial products. The text is completed by a guide concerning the use of 
reference liquids for the calibration of sensors and instrumentation and by a 
bibliography of more than 850 references.
The monograph is useful as a reference book for researchers and engineers 
and as a textbook for upper-level students interested in the water content 
determination of materials.
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